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Figure 4: [Probably we should split it up as the right panel will only be discussed later.]

3.4 WIMP contribution to dark matter

In this study we allow for the situation that the dark sector is more complicated than containing
just one particle species. We could imagine a second non-WIMP dark matter component (such
as axions or primordial black holes) which do not annihilate today and are recognized by their
gravitational interaction only. [footnote/comment on axion searches?] Hence we consider the
case that the WIMP dark matter density is a certain fraction, R ⇥ 1, of the total (gravitationally
interacting) dark matter:

⇤WIMP = R ⇤total . (5)

The annihilation signal today thus scales as ⌅ ⇧ R2. We will consider R as a free parameter
in the fit of the GCE signal. As the fit depends on the overall flux and on the spectrum for
mS > mh where both quantities depend on �HS we obtain a non-trivial implication for R from
the fit to the GCE only. [⇤ Maybe the last sentence should go to the discussion]

[I think the original text I wrote regarding the R-factor (following text) contains some more
useful aspects but it rather touches the interplay between relic density constraints and GCE
and should therefore probably be located after we introduced the relic density constrain. Maybe
in the results and discussion section.] [The requirement that the WIMP relic density from
thermal freeze-out matches the measured DM density imposes a very strong constraints on the
model parameter only allowing for a thin hypersurface in parameter space. There are usually
two situations considered that relax this constraint. The first situation is that we have a non-
standard cosmological history containing out-of-equilibrium process like a late decay of a heavier
particle. This could lead to both an increase or a decrease of the WIMP relic density depending
on whether the heavier particle decays into the WIMP or into SM particles (producing entropy
and hence decreasing the WIMP yield). If we do not specify the physics of these processes
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▪ Cosmic-ray (CR) antiprotons powerful tool for dark-matter searches
▪ Bulk of antiprotons consistent with secondary origin from scatterings of   
   primaries off interstellar gas 
▪ Uncertainties from propagation important
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▪ MIN/MED/MAX scenario: Uncertainties in limits on dark-matter 
annihilation cross section span ~ 3 orders of magnitude
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Uncertainties in the AMS-02 era

▪ High precision data (down to few percent uncertainties)
▪ Exploit precision in joint fit of propagation and dark-matter   
   parameters ⇒ Profiling over the latter

[Cuoco, JH, Korsmeier, Krämer 1711.05274]
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Hint for 100 GeV-ish dark matter
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                [Cuoco, Krämer, Korsmeier, 2017]                       [Cuoco, JH, Korsmeier, Krämer 2017]

[see also Cui, Yuan, 
Tsai, Fan, 2017]

Preference from feature 
around 10-20GV
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                [Cuoco, Krämer, Korsmeier, 2017]                       [Cuoco, JH, Korsmeier, Krämer 2017]

Compatible with Fermi-LAT 
gamma-ray Galactic center 
excess (GCE), dwarfs galaxies:
[Cuoco, JH, Korsmeier, Krämer 2017]
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Figure 13: Constraints on dark matter annihilation into bb̄ and WW derived from the antiproton and
B/C data of AMS-02. Expected limits are also shown.
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[Reinert, Winkler 2018]

~1.1σ (global)

5

FIG. 2. The impact of a contribution from annihilating dark matter on the log-likelihood of the fit to the AMS-02 antiproton-
to-proton ratio, for the case of annihilations to bb̄. Each frame corresponds to a different model for cosmic-ray injection and
transport (see Table I) and we have marginalized over the parameters associated with the antiproton production cross section
and solar modulation (see Sec. II). In each frame we find a statistically significant (4.7� or higher) preference for dark matter
with m� = 64 � 88 GeV and �v = (0.7 � 5.2) ⇥ 10�26 cm3/s (see Table II). The solid black curve represents the 2� upper
limit on the annihilation cross section. The dashed white curve denotes the annihilation cross section predicted for dark matter
in the form of a simple (s�wave) thermal relic. Note that the lowest value of 2� lnL shown in the color bar represents the
significance of the best-fit dark matter model in that frame.

mχ=80 GeV bb
-

v=1.3×10- cm3s-1

0.5 5 50 500

0.05

0.10

0.50

1

p/
(×
10

-
)

ISM Model I

mχ=73.4 GeV bb
-

v=2.5×10- cm3s-1

0.5 5 50 500

ISM Model II

mχ=73.4 GeV bb
-

v=4.0×10- cm3s-1

0.5 5 50 500

ISM Model III

0.5 5 50 500
-6
-4
-2
0
2
4
6

E (GeV/n)

R
es
id
ua
lp

/p
(×
10

-5
)

0.5 5 50 500
E (GeV/n)

0.5 5 50 500
E (GeV/n)

FIG. 3. As in Fig. 1, but including the best-fit contribution from annihilating dark matter (shown in each frame as a green
dashed line). In the lower frames, we plot the observed spectrum minus the astrophysical model, and thus these residuals
include the best-fit contribution from annihilating dark matter.

is noteworthy how similar these parameters are to those
that are required to generate the observed characteris-
tics of the Galactic Center gamma-ray excess [17, 18]. At
higher masses (>⇠ 1 TeV), annihilating dark matter parti-
cles can also improve the fit to this dataset, although to
a lesser extent. We remind the reader that at each point
in the fit we have marginalized over the parameters asso-
ciated with the antiproton production cross section and
solar modulation as described in Sec. II, and therefore
our results indicate that the presence of this excess is
statistically significant, even in light of these systematic
uncertainties.

In Fig. 3, we show the spectrum of the antiproton-to-

proton ratio, including the best-fit contribution from an-
nihilating dark matter. The residual plots (lower frames)
clearly illustrate the preference for a contribution from
annihilating dark matter peaking in at energies near ⇠10-
20 GeV. In the top three rows of Table II we summarize
our results, listing the values of the dark matter mass
and annihilation cross section that are favored by this fit,
for each of the three cosmic-ray injection and transport
models considered in this study. In each case, we find a
statistically significant preference for a contribution from
annihilating dark matter.

We note that our analysis arrives at qualitatively differ-
ent conclusions than those presented in Ref. [73], which

[Cholis, Linden, Hooper 2019] 

3.3 ~ 7.7σ 
(global)

[see also Cui, Pan, Yuan, Fan, Zong 2018; 
Lin, Bi, Yin 2019]

▪ Agree on dark-matter properties
▪ Significance highly controversal  
⇒ unaccounted systematic uncertainties
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13

precedented accuracy, often pushing uncertainties down
to few percent in a large range of energy from the GeV
to the TeV scale. The fluxes of secondary CRs, which
are produced in interactions with the ISM, depend on
the inclusive production cross sections provided by high-
energy particle experiments. In particular, this applies
to CR antiprotons whose origin is believed to be dom-
inantly secondary. Consequently, the interpretation of
the antiproton flux in terms of CR propagation or the
search for a possible primary component, such as for ex-
ample dark matter annihilation or decay, relies on the
accurate modeling of secondary production. The under-
lying cross sections should be provided at least at the
same accuracy level as CR measurements.

In this paper, we analyze the first-ever data on the
inclusive cross section p + He ! p̄ + X collected by
the LHCb collaboration at Cern, with beam protons
at Tp = 6.5 TeV and a fixed helium target. Since the
coverage of the kinematic parameter space of this data
do not allow a standalone parametrization, we apply a
rescaling from p + p ! p̄ + X cross section. There-
fore, we update the most recent parametrizations from
Di Mauro et al. (Param. I) and Winkler (Param. II)
exploiting the newly available NA61 data. Then we
determine the rescaling factor to proton-nucleus using

FIG. 9. Source terms of CR antiprotons and separate CR-
ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the 2� uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperon decay.

pHe data from LHCb and pC data from NA49 (taken
at

p
s = 110 and 17.3 GeV, respectively). The LHCb

pHe data clearly prefer Param. II. All other data result
in equally good fits for both parametrizations. More-
over, the LHCb data show for the first time how well
the rescaling from the pp channel applies to helium tar-
get. By using pp, pHe and pC data we estimate the
uncertainty on the Lorentz invariant cross section for
p + He ! p̄ + X. This uncertainty is dominated by
p + p ! p̄ + X cross section, which translates into all
channels since we derive them using the pp cross sec-
tions.

Finally, we use our cross sections to compute the
antiproton source terms and their uncertainties for all
the production channels, considering also nuclei heav-
ier than He both in CRs and the ISM. At intermedi-
ate energies from Tp̄ = 5 GeV up to a few hundred
GeV the prompt source terms derived from Param. I
and II are compatible within uncertainties, which are
at the level of ±8% at the 2� level and increase to
±15% below Tp̄ = 5 GeV. The uncertainty is domi-
nated by p+ p ! p̄+X cross section, which translates
into all channels. Antineutron- and hyperon-induced
production increases the uncertainty by an additional
5%. Overall the secondary antiproton source spectrum
is a↵ected by an uncertainty of up to ±20%. More-
over, we find that CR CNO makes up to few percent
of the total source term and should always be consid-
ered. In the Supplemental Material to this paper, we
provide the energy-di↵erential cross sections, which are
required to calculate the source spectrum, for all rele-
vant isotopes. We quantify the necessity of new data on
antiproton production cross sections, and pin down the
kinematic parameter space which should be covered by
future data.

VI. ACKNOWLEDGMENTS

We warmly thank G. Graziani and G. Passaleva for
useful discussions, and P. Von Doetinchem for many
useful insights on NA61 data.
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ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the 2� uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperon decay.

pHe data from LHCb and pC data from NA49 (taken
at

p
s = 110 and 17.3 GeV, respectively). The LHCb

pHe data clearly prefer Param. II. All other data result
in equally good fits for both parametrizations. More-
over, the LHCb data show for the first time how well
the rescaling from the pp channel applies to helium tar-
get. By using pp, pHe and pC data we estimate the
uncertainty on the Lorentz invariant cross section for
p + He ! p̄ + X. This uncertainty is dominated by
p + p ! p̄ + X cross section, which translates into all
channels since we derive them using the pp cross sec-
tions.

Finally, we use our cross sections to compute the
antiproton source terms and their uncertainties for all
the production channels, considering also nuclei heav-
ier than He both in CRs and the ISM. At intermedi-
ate energies from Tp̄ = 5 GeV up to a few hundred
GeV the prompt source terms derived from Param. I
and II are compatible within uncertainties, which are
at the level of ±8% at the 2� level and increase to
±15% below Tp̄ = 5 GeV. The uncertainty is domi-
nated by p+ p ! p̄+X cross section, which translates
into all channels. Antineutron- and hyperon-induced
production increases the uncertainty by an additional
5%. Overall the secondary antiproton source spectrum
is a↵ected by an uncertainty of up to ±20%. More-
over, we find that CR CNO makes up to few percent
of the total source term and should always be consid-
ered. In the Supplemental Material to this paper, we
provide the energy-di↵erential cross sections, which are
required to calculate the source spectrum, for all rele-
vant isotopes. We quantify the necessity of new data on
antiproton production cross sections, and pin down the
kinematic parameter space which should be covered by
future data.
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▪ Enters background prediction:

▪ Partly relies on old laboratory data
▪ Recent progress in modeling:

14

FIG. 8. Contours of the 1� and 2� best-fit in the plane of DM mass and annihilation cross section. We overlay the result of
the two different methods to treat cross section uncertainties, the covariance matrix approach and the joint fit, with our default
fit. For comparison we show the limit for the DM annihilation cross section derived from the observation of dwarf spheroidal
galaxies [79] and the 2� best-fit region of the GCE [80].

point of view. The cross-section (shape) uncertainties are most severe at low energies, while at higher energies only
the normalization is uncertain. Therefore, it is not very surprising that the results of both methods are very similar.
If, however, we include data at low energies, the picture changes. We investigated how the best-fit parameters are
affected by the two methods and find that both methods have a still small, but similar effect on the parameter space.
Furthermore, we observe that the error contours of the covariance matrix method are a bit larger compared to the
joint fit method, in other words, the former is more conservative. We regard this as proof of concept: The covariance
matrix method, which is easier to implement and less time consuming in the fit, is a reasonable approximation to the
more complete joint fit method.

The above results are somehow at odds with the results of [15], where flat p̄ residuals are achieved down to 1 GV
and no significant preference for a DM signal (a global significance of 1.1�) was found. The authors of this study
use a covariance matrix method to account for the cross-section uncertainties. They conclude that the inclusion of
these uncertainties is the main reason why their analysis does not provide a hint for DM. Nonetheless, the results
shown above indicate that the cross-section uncertainties do not have such a strong impact. An important difference
is that in [15] only the p̄ spectrum is fitted, with the source terms for p̄ being fixed using the observed p and He
spectra corrected for solar modulation. This has the advantage that the injection parameters do not need to be fitted,
although it requires some assumption on how to extrapolate the observed local p and He spectra to the ones for the
whole Galaxy needed for the secondary source terms. Instead, in our approach p̄, p and He are fitted simultaneously
and we include p and He injection parameters in the fit. Fitting the p and He spectra provides extra constraints on the
propagation with respect to fitting p̄ only. For example, it is well known, e.g., [81], that strong reacceleration produces
a low-energy (<⇠ 10 GeV) bump in the p spectrum, which is not observed. The p spectrum, thus, provides strong
constraints on the amount of reacceleration, although this is, in part, degenerate with the break in the injection [81].
We thus suspect that in [15] it is possible to accommodate the secondary p̄ spectrum, while this is not possible
anymore when constraints from p and He are included as it is the case in our analysis. Further differences concern
a different treatment of reacceleration (which in [15] is confined to the Galactic disk only, while it is uniform over
the whole diffusion region in our case), adiabatic energy losses from convection and a two-dimensional source term
distribution used in our analysis. Therefore a direct comparison is not easily achievable and would require a substantial
modification of our setup, which is left for future work.

V. AMS-02 CORRELATIONS

With the era of space-based CR detectors the statistics and quality of collected data have significantly increased.
This also means that the relative weight of systematic uncertainties with respect to the statistical error has become
more important. For example, the error budget of the measured proton and helium spectra is now completely
dominated by systematics in most of the energy range. The question of how to assess and treat these uncertainties
in a statistically correct way has thus become more pressing. The commonly used strategy is to add statistic and

3.1 → 2.8σ 
(global)

[Cuoco, JH, Klamt, Korsmeier, Krämer 2019]

▪ Effect on tentative signal moderate:
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AMS-02 p/p error budget:

Correlations in AMS-02 uncertainties

▪ Systematic uncertainties dominate in relevant region: 5~25GV
▪ Rel. error around 4%
▪ No covariance provided by AMS-02, but correlations expected!
   ⇒ Potentially huge effect [Cuoco, JH, Klamt, Korsmeier, Krämer 1903.01472]
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Correlations in AMS-02 uncertainties
[JH, M.Korsmeier, M.Winkler, 2005.04237]

[Data collected from: 
M. Aguilar et al. (AMS) 2016; 
P. Zuccon, Talk at Antideuteron 2019;  
A.I.Chen, PhD thesis 2017]

▪ Systematics – split up in sub-contributions:
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Figure 2: Reconstructed relative systematic errors in the AMS-02 antiproton (left) and p̄/p data (right). The

contributions in the legend are ordered according to their size at 10GV as indicated by the arrow.

Template Shape Error and Selection Error

AMS-02 uses templates to separate signal from background events. Systematic uncertainties
arise from the choice of the template shape. The template error mostly a↵ects antiprotons.
It is dominated by the contribution related to the charge confusion of incoming protons. In
addition, the event selection is a↵ected by a systematic error related to the cuts on the track
shape which are used to identify a certain cosmic-ray species. The selection error again mostly
a↵ects antiprotons. From [75], we can extract the systematic error on the event number which

corresponds to the quadratic sum
q�

�p̄/p
geo

�2
+

�
�p̄/p

template

�2
+

�
�p̄/p

selection

�2
. In order to derive the

individual errors, we use the geomagnetic error from above and assume the following relative size

of template and selection errors �p̄/p
selection/�

p̄/p
template = 0.48+6.5/R0.78. This function was chosen

to reproduce the ratio of the two errors at several rigidities as given in [5]. Since both errors are

mainly relevant for antiprotons, we take �p̄
selection = �p̄/p

selection and �p̄
template = �p̄/p

template.

When (quadratically) summing the individual systematic errors in the antiproton flux, a tiny
mismatch with the published overall systematic error is observed. We eliminate the mismatch
by rescaling all individual errors with a correction factor which varies at most by a few percent
from unity over the full rigidity range. Figure 2 summarizes the resulting systematic errors in
the antiproton flux and the p̄/p ratio as a function of rigidity.9

3.2 Covariance Matrices for AMS-02 errors

After splitting the AMS-02 systematic error into its various components, we will now assign

correlation matrices ⇢p̄a, ⇢
p̄/p
a (a = unf, xs, scale, . . . ) to each of the sub-errors. The leading

uncertainty (in the regime where the systematic error dominates over the statistical error) de-
rives from the absorption cross sections. The reported, i.e. absorption-corrected (anti)proton
flux scales inversely with the (anti)proton survival probability which was defined in eq. (22).

Therefore, at linear order in the cross-section error, the correlation matrix ⇢p̄xs = ⇢p̄/pxs (p̄A) and

⇢p̄/pxs (pA) are identical to the correlation matrix of uncertainties in the absorption cross section

9
The reconstructed systematic errors obtained here di↵er slightly from those in Ref. [19] as we choose to include

additional information provided in Ref. [75].

10

⇒ Investigate dominant ones in detail: CR absorption in detector
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[see also Boudaud et al. 1906.07119]



Uncertainties from absorption cross section
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Systematic error from cross section uncertainty

17

The inelastic cross sections are varied within the error band to obtain the 
systematic error on the effective acceptance of antiprotons and protons  

The inelastic cross sections are used in MC simulation to calculate the 
effective acceptance

p p

assigned 
model error

assigned 
model error

▪ Reported fluxes corrected by absorption in upper layers
▪ Detector: ~70% carbon, ~20% aluminumJID:NUPHA AID:121712 /FLA [m1+; v1.304; Prn:31/01/2020; 11:33] P.2 (1-23)

2 Q. Yan et al. / Nuclear Physics A ••• (••••) ••••••
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Fig. 1. A cosmic-ray carbon event of 52 GV rigidity measured by AMS, with the signals in TRD, TOF, Tracker, RICH, 
and ECAL. Also shown are the permanent magnet and ACC.

isotopes [8 – 15]. However, most of the data is available with only one or a few measurement 
points at low energies < 2 GeV/n.

By using cosmic rays from outer space, which includes all kinds of nuclear species of energies 
spanning over more than 10 orders of magnitude from MeV to hundreds EeV, these measure-
ments can be extended to much higher energies.

The Alpha Magnetic Spectrometer (AMS), operating aboard the International Space Station 
(ISS) since May 2011, is a unique large acceptance precision magnetic spectrometer in space. It 
aims to search for dark matter and antimatter in the Universe and to precisely measure properties 
of cosmic-ray electrons, positrons, protons, antiprotons, and nuclei. So far, more than 150 billion 
charged cosmic-ray events have been collected by AMS. AMS is expected to operate through the 
lifetime of the ISS, 2028  and beyond. The layout of the AMS detector and the high statistics of 
the collected cosmic-ray nuclei data enabled us to accurately determine nuclear interaction cross 
sections.

2. AMS detector

The AMS detector consists of a 0.14 T permanent magnet [16 ] surrounded by an array of 
particle detectors to measure the velocity β = v/c, absolute charge Z, energy E, and rigidity 
(momentum/charge) R of the passing particles.

As seen in Fig. 1, above and below the magnet bore are the Upper and Lower Time of Flight 
(TOF) counters [17 ]. The purposes of the TOF are to provide a charged particle trigger to AMS, 
to determine the velocity and direction (β > 0 for downwards direction and β < 0 for upwards 
direction) of incoming particles and to measure Z by the rate of energy loss (dE/dx ∝ Z2). 
The Transition Radiation Detector (TRD) [18 ], located above the Upper Time of Flight coun-
ters, identifies electrons and positrons by transition radiation while rejecting protons at a level 
of 103 . The Ring Imaging Cherenkov detector (RICH) [19 ], below the Lower Time of Flight 
counters, measures the charge and velocity of passing particles with a velocity resolution better 
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▪       absorption XS poorly measured
▪ Error correlations unavailable
p̄C

1

[JH, M.Korsmeier, M.Winkler, 2005.04237]
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Uncertainties from absorption cross section

▪ Improved measurements require runs of laboratory experiments
▪ Employ a theoretical framework for low-energy nucleon-nucleus scattering
▪ Independent prediction for absorption XS in Glauber-Gribov theory:

�p̄C
abs =

Z
d2b

 
1�

12Y

i=1

h
1� �p̄Ni(q) Ti(q, b)

i!
+ inel. screening

1

Pi

1

Pat-least-one =

✓
1�

AY

i=1

⇥
1� Pi

⇤◆

1

[Glauber 1959; Sitenko 1959; Pumplin, Ross 1968; 
Gribov 1969; Karmanov, Kondratyuk 1973]

Nucleon-nucleon cross sections

Nuclear densities etc. 

▪ Links XS to input quantities:

[JH, M.Korsmeier, M.Winkler, 2005.04237]

▪ Introduces redundancies to reduce uncertainties
   and compute correlations via global fit
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Uncertainties from absorption cross section

▪ Results of global fits within Glauber-Gribov theory:

   + correlation matrix!

[JH, M.Korsmeier, M.Winkler, 2005.04237]
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FIG. 1. Absorption cross section for p̄C (left panel) and pC (right panel) as a function of the projectile momentum plab.
The solid dark green curve and green shaded band denote our best-fit cross section and its 1� uncertainty. The data points
(containing 1� error bars) of di↵erent experiments are denoted by individual symbols except for the star which represents a
collection of 15 experiments each of which, however, only provides one data point. Note that the 10% normalization error of
each experiment is not included in the error bars. For comparison we also show the cross sections used in the AMS-02 analyses
stemming from an implementation in Geant 4.

we first split the systematic errors into individual con-
tributions (as described below). Then, in Sec. III B, we
derive the correlations for each sub-error and build up
the full AMS-02 covariance matrices. Our cosmic-ray fits
will also require the AMS-02 covariance matrices for the
proton and helium fluxes as well as the B/C ratio as an
input. Their calculation (which proceeds analogous to
the antiproton case) is described in Appendix B.

A. Systematic errors

In the following, we will denote relative systematic er-
rors in the antiproton flux by �p̄ and in the p̄/p ratio by
�p̄/p.

Unfolding error: Detector resolution e↵ects cause the
migration of events into neighboring rigidity bins. This
must be corrected for through the unfolding procedure.
The choice of the migration matrices (characterizing the
migration probabilities) is associated with a systematic
error. This unfolding error is �p̄

unf = 1% at R < 200 GV
and 1.5% at R = 450GV for the antiproton flux. The er-
ror partially cancels in the p̄/p ratio for which it becomes

�p̄/p
unf = 1% at R = 1 GV and 0.5% at R > 2 GV [5].

Between the stated rigidity intervals we interpolate log-
arithmically.

Cross-section error: The (rigidity-dependent) AMS-
02 acceptance is sensitive to the fraction of cosmic rays
which are absorbed in the detector. The survival prob-
ability PN of the incoming particle N (N = p̄, p) with

momentum p is estimated as

PN = exp

 
�
X

A

nA(p)�
NA
abs (p)

!
, (22)

where nA(p) accounts for the amount of detector mate-
rial with mass number A which has to be traversed by the
incoming cosmic ray, while �NA

abs is the corresponding ab-
sorption cross section. We note that the material thick-
ness acquires an e↵ective momentum-dependence due to
cuts on track length performed in the AMS-02 analy-
sis. For simplicity, we will neglect subdominant material
admixtures and assume that the AMS-02 detector is en-
tirely comprised of carbon, as the corresponding cross
section error correlations are expected to be very similar.

We can extract the cross-section error �p̄/p
xs in the p̄/p

data by (quadratically) subtracting the unfolding error
(as derived above) from the acceptance error as given

in [77]. Notice that �p̄/p
xs is the quadratic sum of the

proton and antiproton contribution to the cross-section
uncertainties, i.e.

�p̄/p
xs =

q
(�p

xs)2 + (�p̄
xs)2 . (23)

From Eq. (22), it, furthermore, follows that

�p̄
xs

�p
xs

=
��p̄C

abs

��pC
abs

, (24)

at linear order. Here, ��p̄C
abs and ��pC

abs denote the (abso-
lute) uncertainties in the antiproton and proton absorp-
tion cross sections on carbon, respectively, which we ex-
tract from [75]. By combining Eqs. (23) and (24), we then

▪ Using improved prediction for a reanalysis of fluxes only inside collaboration
   But: Effect of correlations can be studied
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Cosmic-ray propagation: numerical setup

sources in Galactic plane 
spatially constant diffusion, 
convection, reacceleration:

diffusion volume

Setup (joint fit):

▪ Joined fit of p/p, p, He (p, p, He; see below) 
▪ Model primary spectra with broken power laws
▪ Diffusion coefficient:                     (negative   :  ~ low-rigidity break)*                                         
▪ Consider convection and reacceleration
▪ Numerical solution using Galprop

[similar to Cuoco, JH, Klamt, Korsmeier, Krämer 1903.01472]

[Strong, Moskalenko, Reimer, Ptuskin]

–

Dxx / �⌘R�

1

⌘

1

–

[see Boudaud et al. 2019] 

*) as a consequence of damping of small-scale magnetic turbulences 
 [see e.g. Blasi, Amato, Serpico 2012] 
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Including full covariance in cosmic-ray fit
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Figure 6: Antiproton-to-proton ratio (top) and proton flux (bottom) of the fit without (left) and with dark matter

(right) within setup 2. The solid red and blue curves denote the best-fit spectra at the top of the atmosphere

with and without correlations in the AMS-02 errors, respectively. The dashed curves denote the corresponding

interstellar fluxes. We display the cosmic-ray measurements of AMS-02 (proton and antiproton-to-proton ratio)

and Voyager (proton). The cosmic-ray fit of the AMS-02 data is restricted to rigidities between the dotted black

lines. Residuals are shown only for the AMS-02 data points. Error bars denote the statistical and systematic

uncertainties (according to the diagonal entries of the total experimental covariance matrix).

occurs. This could possibly stem from a mild underestimation of systematic errors in the proton
and helium data of AMS-02. We wish to point out that the uno�cial AMS-02 helium analysis
performed in the Ph.D. thesis [94] indeed derived larger uncertainties compared to the published
data. Alternatively, it could indicate that we slightly overestimated the correlation length in the
proton and helium systematic errors. Even if this is the case, it would not a↵ect our conclusions
on the dark-matter excess as we have explicitly verified.15

15
Technically, we checked that the significance of the dark-matter excess is only marginally a↵ected when we

set the correlation length of the e↵ective acceptance error to a smaller value of `e↵. acc. ⇠ 0.1. Note that we

chose to alter the correlations of the e↵ective acceptance error as other systematic error sources do not support

correlations on short rigidity scales.

17

▪ Perform global cosmic-ray fit with and without dark matter 
▪ Use full covariance for all species (also sub-leading contributions)   

   ⇒ no significant preference found in data: global significance of 0.5σ  *

[JH, M.Korsmeier, M.Winkler, 2005.04237]

13

w/o DM with DM

— setup 2 —

FIG. 6. Antiproton-to-proton ratio (top) and proton flux (bottom) of the fit without (left) and with dark matter (right) within
setup 2. The solid red and blue curves denote the best-fit spectra at the top of the atmosphere with and without correlations
in the AMS-02 errors, respectively. The dashed curves denote the corresponding interstellar fluxes. We display the cosmic-ray
measurements of AMS-02 (proton and antiproton-to-proton ratio) and Voyager (proton). The cosmic-ray fit of the AMS-02
data is restricted to rigidities between the dotted black lines. Residuals are shown only for the AMS-02 data points. Error
bars denote the statistical and systematic uncertainties (according to the diagonal entries of the total experimental covariance
matrix).

Our key result is that the significance of the dark mat-
ter excess decreases substantially, once we include error
correlations in the AMS-02 data. In setup 1 the pref-

do not support correlations on short rigidity scales.

erence for a dark-matter signal disappears completely,
but even in setup 2 the global significance drops below
1�. Correspondingly, the best-fit dark-matter signal is
reduced by about a factor of 2 in both setups. It is thus
obvious that the systematic errors of AMS-02 provide
su�cient freedom to absorb the antiproton excess, once
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*) Not fully conclusive: Need to explore 

  ▪ AMS-02 error correlation
  ▪ secondary antiproton production XS uncertainties
  ▪ extra parameter (  ) in diffusion, 

to fully absorb the signal.

Dxx / �⌘R�

1

⌘

1

[as suggested by recent B/C analyses, 
see Génolini et al. 2019;  Weinrich et al. 2020 ]

~3σ
~5σ

~3σ
~5σ

Default from 
Cuoco et al. 2019

AMS cov. only

prod. XS+AMS cov.  

prod. XS+AMS cov.+ ⌘

1

p̄/p

1

p̄

1
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*) Not fully conclusive: Need to explore 

  ▪ AMS-02 error correlation
  ▪ secondary antiproton production XS uncertainties
  ▪ extra parameter (  ) in diffusion, 

to fully absorb the signal.
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⌘

1

[as suggested by recent B/C analyses, 
see Génolini et al. 2019;  Weinrich et al. 2020 ]

~3σ
~5σ

~3σ
~5σ

Default from 
Cuoco et al. 2019

AMS cov. only

prod. XS+AMS cov.  

prod. XS+AMS cov.+ ⌘

1

p̄/p

1

p̄

1

▪ Significance increases!
▪ Fit provides less freedom to 
   accommodate features not 
   in line with correlations
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*) Not fully conclusive: Need to explore 

  ▪ AMS-02 error correlation
  ▪ secondary antiproton production XS uncertainties
  ▪ extra parameter (  ) in diffusion, 

to fully absorb the signal.
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Compute full covariance for all species
[JH, M.Korsmeier, M.Winkler, 2005.04237]
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Figure 2: Reconstructed relative systematic errors in the AMS-02 antiproton (left) and p̄/p data (right). The

contributions in the legend are ordered according to their size at 10GV as indicated by the arrow.

Template shape error and selection error

AMS-02 uses templates to separate signal from background events. Systematic uncertainties
arise from the choice of the template shape. The template error mostly a↵ects antiprotons.
It is dominated by the contribution related to the charge confusion of incoming protons. In
addition, the event selection is a↵ected by a systematic error related to the cuts on the track
shape which are used to identify a certain cosmic-ray species. The selection error again mostly
a↵ects antiprotons. From [76], we can extract the systematic error on the event number which

corresponds to the quadratic sum
q�

�p̄/p
geo

�2
+

�
�p̄/p

template

�2
+

�
�p̄/p

selection

�2
. In order to derive the

individual errors, we use the geomagnetic error from above and assume the following relative size

of template and selection errors �p̄/p
selection/�

p̄/p
template = 0.48+6.5/R0.78. This function was chosen

to reproduce the ratio of the two errors at several rigidities as given in [5]. Since both errors are

mainly relevant for antiprotons, we take �p̄
selection = �p̄/p

selection and �p̄
template = �p̄/p

template.

When (quadratically) summing the individual systematic errors in the antiproton flux, a tiny
mismatch with the published overall systematic error is observed. We eliminate the mismatch
by rescaling all individual errors with a correction factor which varies at most by a few percent
from unity over the full rigidity range. Figure 2 summarizes the resulting systematic errors in
the antiproton flux and the p̄/p ratio as a function of rigidity.9

3.2 Covariance matrices for AMS-02 errors

After splitting the AMS-02 systematic error into its various components, we will now assign

correlation matrices ⇢p̄a, ⇢
p̄/p
a (a = unf, xs, scale, . . . ) to each of the sub-errors. The leading

uncertainty (in the regime where the systematic error dominates over the statistical error) de-
rives from the absorption cross sections. The reported, i.e. absorption-corrected (anti)proton
flux scales inversely with the (anti)proton survival probability which was defined in Eq. (22).
Therefore, at linear order in the cross-section error, the correlation matrices ⇢p̄xs and ⇢pxs are iden-
tical to the correlation matrices of uncertainties in the absorption cross sections �p̄C

abs and �pC
abs,

respectively, (assuming that the same rigidity bins are chosen) which were derived in Sec. 2.6.

9
The reconstructed systematic errors obtained here di↵er slightly from those in Ref. [20] as we choose to include

additional information provided in Ref. [76].
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Figure 3: E↵ective acceptance correction function extracted from [78]. The ‘wiggliness’ of the function provides

a measure for correlation length of the e↵ective acceptance error in the AMS-02 antiproton data.

Note that the correlation matrix ⇢p̄/pxs contains the contributions from ⇢p̄xs and ⇢pxs (weighting by
the relevative magnitudy of antiproton and proton cross-section uncertainties).

For the remaining uncertainties, we follow the approach of [77, 20] and define the following
correlation matrix
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for each systematic uncertainty in the antiproton flux. Here, Ri denotes the (mean) rigidity
of the i-th bin. The correlation lengths (in units of energy decade) depend on the error under

consideration. The correlation matrices
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of uncertainties in the p̄/p ratio are defined
analogously.

Apart from the cross-section error, the e↵ective acceptance error plays a significant role. It
is derived from a data vs. Monte Carlo comparison and may receive contributions from mismod-
eling of e�ciencies in various detector parts or from small errors in the detector composition
model. Since it amounts to a collection of di↵erent residual errors, it is di�cult to gain any
intuitive insights into the corresponding error correlations. However, a realistic estimate of the
correlation length can be obtained by analyzing the ‘wiggliness’ of the data/MC correction func-
tion employed by AMS-02. In the AMS-02 analysis, the latter is determined from proton data
and then assumed to be identical for antiprotons (this is why the e↵ective acceptance correc-
tion and the corresponding error cancel in the p̄/p ratio). We extract the data/MC correction
function from the proton flux analysis in the PhD thesis [78] by taking the ratio of e↵ective
and geometric e�ciency.10 In Fig. 3 we fit a polynomial of twelfth degree in log10R to the
error function which well reproduces its overall shape.11 From this fit, we can directly extract
the correlations in the e↵ective acceptance error. By a subsequent fit of the correlations to the
form (25), we finally obtain12

`e↵. acc. = 0.15 . (26)
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[further correlation length taken as estimated in Boudaud et al. 1906.07119]

[Data points from 
 K. Konak, PhD thesis (2019)]

[similar to Cuoco et al. 1903.01472]
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*) Not fully conclusive: Need to explore 

  ▪ AMS-02 error correlation
  ▪ secondary antiproton production XS uncertainties
  ▪ extra parameter (  ) in diffusion, 

to fully absorb the signal.
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▪ Flux ratio more sensitive to spectral features
▪ Excess sensitive to low-rigidity diffusion model
   Limiting factor: inelastic XS for other species
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[Korsmeier, Cuoco 2103.09824 ]

M. Aguilar, L.A. Cavasonza, G. Ambrosi et al. Physics Reports 894 (2021) 1–116

Fig. 74. The AMS measured inelastic cross sections of He, Li, Be, B, C, N, O, Ne, Mg, and Si on carbon averaged from 5 to 100GV together with the
measurements from ground-based accelerators [118].

Fig. 75. Flux measurements before AMS of primary cosmic rays He (black and blue, left axis), C (green, left axis), and O (red, right axis) multiplied
by E2.7

K as functions of kinetic energy per nucleon.
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[AMS collaboration 2021]

Averaged XS [5;100] GV
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and BASE+inj+vA�di↵.brk models. Above 10 GV the di↵usion coe�cients of all models agree well within the
uncertainty. Furthermore, the di↵usion coe�cients derived from the BCNO and LiBeBCNO data sets match
well, underlining again the compatibly of the three secondary CR species considered in this work. We note
that Fig. 4 is produced for a fixed zh of 4 kpc. If instead zh were allowed to vary in the fits, the uncertainty
band around the best-fit di↵usion coe�cient would be enlarged significantly due to the well-known degeneracy
between D0 and zh.

• We can see that for all of the fits convection is compatible with zero. This is actually due to a strong degeneracy
between v0,c, D0, � and, partly, sD,0, at least for the models with a break in di↵usion, as can be seen in Fig. 5.
For this reason, values of v0,c up to 50 km/s are still possible at the price of larger ranges allowed for D0 and �.
The framework BASE+inj+vA�di↵.brk, instead, prefers no convection allowing values only up to ⇠ 10 km/s.
At the moment, it is thus more economical to consider a model with no convection, since it fits the data equally
well. In this case lower values of D0 are selected together with higher values of � (since the degeneracy between
v0,c and � has a negative slope). We note, nonetheless, that we are exploring only a simple model of convection
with constant winds, but more complex models with wind gradients as function of zh are possible and might
give di↵erent results. A systematic study of convection goes beyond the aims of the current analysis.

• Due to the degeneracy discussed above for the BASE case, � is constrained in the fairly large range 0.4-0.5 when
convection is included, while assuming zero convection would give a preference for � ' 0.5 with a quite small error
of the order of 0.01. For the BASE+inj+vA�di↵.brk framework this degeneracy is weaker and the error on � is
thus smaller, but smaller values of � are preferred, namely � ' 0.45 and � ' 0.41 for the BCNO and LiBeBCNO
fits, respectively. We thus see that without convection the framework with reacceleration tends to prefer smaller
values of �. These values of � are in line with the results of [2, 49] where the BASE+inj+vA�di↵.brk model is
analyzed, but with di↵erent CR data, namely proton, helium and antiproton. Also in this case, it is remarkable
and not trivial that light nuclei and heavier nuclei point to a compatible propagation scenario. Other recent
analyses [5] of AMS-02 data, which consider a break in di↵usion, also tend to find higher values of � with respect
to a scenario with reacceleration and no break in di↵usion. From the point of view of di↵usion theory this means
that the latest AMS-02 data point to Kraichnan (� ⇠ 0.5) model of turbulence while Kolmogorov turbulence
(� = 1/3) seems disfavored.

• The models with a break in di↵usion find a position of the break at around 4 GV, compatible with the predictions

FIG. 4. Di↵usion coe�cient as function of rigidity for di↵erent fit configurations. The shaded band marks the 2� uncertainty.
In the fits the half-height of the propagation region is fixed to a value of zh = 4 kpc. Left: fits with BCNO data. Right: fits
with LiBeBCNO data.
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▪ With AMS-02, the cosmic-ray precision era has started

▪ Hint for dark matter around 100GeV, consistent with GCE
▪ Systematic uncertainties at few % level important
▪ Antiproton production XS uncertainties

▪ Correlations in AMS-02 systematics: Potentially large effect
▪ Computation of absorption XS error ⇒ full covariance

▪ Knowledge of correlations vital to fully exploit precision
▪ Signal not robust – decisive: low-rigidity diffusion model 
▪ Uncertainties in nuclear XS limiting factor

Conclusions
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