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Data analysis — “benchmark” setup
Template Fitting (3D analysis)

(μK)k
= μCR

k + μGDE
k + ΔBk + ADMμDM

k

Generic setup:

CTA Mock Data:

• Asimov data set

• CR + IEM
• spatial binning: 0.1°

• spectral binning: 54 bins (width 

corresponding to 2  energy resolution 
of CTA) from [0.03, 100] TeV


• PS mask

σ

Model Data:

• template preparation like mock data

• CR + IEM + DM 

—> systematic uncertainty added via  
       covariance matrix


(iii) spatial bin – energy bin correlations.652

To apply the covariance matrix description of systematics, we follow the approach outlined653

in Ref. [106, 107], and implemented in the python package swordfish
8 (see also Appendix654

A.2). In particular, we change the construction of the model prediction in Eq. 5.2 (but655

not that of the data n) in the following way: Instead of varying the background templates656

by normalisation parameters AX

i per energy bin to account for background fluctuations, we657

set these normalisation parameters to unity and instead explicitly introduce ‘background658

perturbations’ �B – i.e. uncertainties on the reconstruction of events, to be understood as659

nuisance parameters with Gaussian variations – for each individual template bin k,660

(µK)k ⌘ µCR

k + µGDE

k +�Bk +A�µ�
k . (5.6)

Here, the index k comprises both spatial and energy bins, i.e. k 2 [1,N ] with N being the661

product of the number of spatial pixels and the number of energy bins. Additionally, one662

modifies the full Poisson likelihood to663
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NY
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which, after marginalizing over the nuisance parameters reduces to a log-likelihood function664

that only depends on the signal normalization A� (omitting a term that is constant in the665

model parameters and only depends on the data n):666
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Upper limits on the DM annihilation cross-section are then derived by constructing a test667

statistics in exact analogy to Eq. (5.4), mutatis mutandis. Concerning the concrete construc-668

tion of covariance matrices, we can parameterise spatial correlations by an NS ⇥ NS matrix669

KS, with670

(KS)jj0 = �2

S exp
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`2
S

!
, (5.9)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of671

the spatial systematic uncertainty, `S the spatial correlation length, ~rj is the central position672

of the j�th spatial template bins in degrees of Galactic longitude and latitude, and we use673

the norm on the unit sphere to measure the distance between two such spatial bins. �S and674

`S may in general depend on the position in the template but, for simplicity, we only assume675

global values for these quantities. In analogy, energy correlations can be parameterized by676

an NE ⇥ NE matrix KE, with677

(KE)ii0 = �2

E exp

"
�
1

2
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log10(Ei/Ei0)

`E

◆2
#
, (5.10)

where NE refers to the number of energy bins, �E denotes the magnitude of the spectral678

systematic uncertainty, `E the energy correlation length (in dex) and Ei is the central values679

8
github.com/cweniger/swordfish
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Summary
We derive the CTA’s sensitivity to a DM signal in the Galactic centre by 

— defining the most promising data analysis approach (template-based analysis), 
— studying the impact of  instrumental systematic uncertainties in an agnostic manner (for a  
     possible input of future CTA  performance optimisation),

— quantifying the robustness of the expected limits with respect to uncertainties of astrophysical  
     emission components like the interstellar emission  
     —> Will the measured interstellar emission at TeV energies match the current theoretical models?

     —> Do we expect surprises in terms of TeV source populations?
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Figure V.23: Comparison of the projected CTA mean upper limits on the DM pair-annihilation
cross section at 95% CL with respect to the benchmark choices of background composition
and instrumental systematic uncertainties (black lines, c.f. Fig. V.11) with the most recent
upper limits of other gamma-ray telescopes: the stacked Fermi-LAT limits from the MW’s
dSphs (cyan) [23], the H.E.S.S. limits from observations of the GC (purple) [385] as well as
a projection of the stacked Fermi-LAT limits dSphs limits based on an increased number
of ultra-faint dSphs detected by LSST [613]. We consider the W+W� channel (Left) and bb̄
channel (Right) in this comparison. The confidence intervals around our upper limits have
been derived with MC realisation of the mock data; the colour code corresponds to the one
used in Fig. V.11.

the GC with a variety of instruments to characterise the emission of the FB or
localised sources like SNRs and PWNe in other bands of the electromagnetic
spectrum in order to acquire a more accurate understanding of their position,
shape and particle flux.

To conclude, we set the DM upper limits derived in this dissertation into the
greater picture of existing constraints on the WIMP DM parameter space. In
Fig. V.23, we provide a comparison of the projected CTA mean upper limits on
the DM pair-annihilation cross-section at 95% CL for the benchmark choices
of background composition and instrumental systematic uncertainties (black)
with a set of similar or complementary upper limits from various instruments:
the stacked Fermi-LAT limits from the MW’s dSphs [23] combined with the
MAGIC observation of Segue I [386] (cyan), the H.E.S.S. limits from observa-
tions of the GC [385] (magenta) and a projection of Fermi’s dSph limits includ-
ing future ultra-faint dSph detections by LSST [613] (dashed, green). Quite
importantly, the displayed compilation of DM constraints is hardly compa-
rable among each other in a fair manner because of the different analysis
techniques, search targets and the treatment of systematic uncertainties of the
respective instrument. Nonetheless, our DM upper limits do incorporate sys-
tematic instrumental errors by means discussed in Sec. V.2.1.2. Even then, this
figure illustrates that CTA has the unique potential to improve the DM up-
per limits derived by current-generation IACTs, to explore parts of the WIMP
DM parameter space close to the thermal annihilation cross-section for DM
particles of masses in the TeV range. It thereby closes the gap between the
currently most stringent constraints set by Fermi LAT’s observations of MW
dSphs.

The last word shall be dedicated to the implications of the planned phased
construction of CTA. CTA is a large-scale project with correspondingly high
construction costs and long construction times. The baseline array layout

159

CTA offers the opportunity to probe the uncharted territory of the WIMP parameter 
space beyond the thermal annihilation cross-section at the TeV scale!

“Omega” array
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Figure V.16: (Left:) Region in the (sIEM
S , `IEM

S ) parameter space (green shaded area) in which
the sensitivity of CTA is sufficient to probe the thermal annihilation cross-section assuming
instrumental systematic uncertainties of `instr.

S = 0.1� and sinstr.
S = 1% (solid boundary line) or

sinstr
S = 0% (dashed boundary line). These results have been obtaining by fixing the DM mass

to mc = 2 TeV, by using the cc ! W+W� annihilation channel (w/o EW corrections) and
by assuming the Einasto DM density profile. (Middle:) Same as the left panel, but showing
the (sIEM

S , mc) plane with fixed `IEM
S = 1%. (Right:) Upper limits on the DM pair-annihilation

cross section at 95% CL depending on the amplitude sinstr.
S of the instrumental systematic

uncertainties and the amplitude sIEM
S of the IEM uncertainty for a fixed correlation length

`instr.
S = 0.1� of the instrumental systematic uncertainties and `IEM

S = 1� for the model un-
certainties with respect to the Einasto DM profile and DM particles of a mass mc = 2 TeV
annihilating into W+W� without EW corrections. The colour code indicates the value of the
DM upper limit in units of the thermal annihilation cross-section for the respective DM mass
derived by DarkSUSY. The contour lines show the profile for selected multiples of the thermal
value.

The right panel of Fig. V.15 summarises the findings of this exercise: The
black line represents the usual benchmark setting with the Gamma model in
both mock and model data whereas the blue line shows the results where
we purposefully fit mock data containing the Gamma IEM with a model that
incorporates the Base IEM (the cyan line denotes the inverted case). All up-
per limits were derived with an additional Galactic plane mask of dimensions
�6.0� < l < 6.0�, �0.6� < b < 0.6� applied to the templates. This Galactic
plane mask is supposed to eradicate the most substantial differences between
both IEMs but since their morphological structure deviates beyond this re-
gion (c.f. V.5), the initial question can still be probed. We find that the DM
sensitivity may become significantly better or worse (by up to one order of
magnitude). However, the situation portrayed in the right panel of Fig. V.15
can be coined an extreme case study because both models have not been opti-
mised for our chosen ROI and the energy range of CTA. Furthermore, they do
not rely on actual CTA measurements. In reality, one would hope that once
CTA data of the GC region become available a data-driven IE model at TeV
energies may be derived in analogy to the Fermi diffuse model. Such an IEM
may reveal additional diffuse emission components that have not been part of
current IE models. Hence, one can hope that the theoretical understanding of
the IE will improve and become more realistic in the CTA era. As a side note,
the IE and diffuse emission mis-modelling is an even more relevant topic re-
garding putative DM signal claims and their robust confirmation. The GCE is
a prime example of such a scenario.
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