
Christopher Eckner (eckner@lapth.cnrs.fr),
on behalf of the CTA Consortium

Sensitivity of the Cherenkov 
Telescope Array to a dark matter 
signal from the Galactic centre

We gratefully acknowledge financial support from the agencies and organizations listed here: 
http://www.cta-observatory.org/consortium_acknowledgments

mailto:eckner@lapth.cnrs.fr
http://www.cta-observatory.org/consortium_acknowledgments


The Cherenkov Telescope Array
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CTA figures of merit: 
— energy range: 20 GeV - 300 TeV 
— full sky coverage 
— factor 10 improvement in point source 
     sensitivity + improvement of energy 
     and angular resolution

# North # South approx. 
energy range (TeV)

Large-sized telescopes 4 - 0.02 - 0.2

Medium-sized telescopes 9 14 0.1 - 10

Small-sized telescopes - 37 5 - 300
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Astrophysical gamma-ray emission
(Fermi-LAT gamma-ray sky) 
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Figure 5: One statistical realisation of the Galactic di↵erential intensity at 4 GeV, for the models
LOW and HIGH. In the left column, only the flux from the resolved substructures is shown (Jdrawn). In
the middle column, the flux from all substructures, resolved and unresolved, is shown (Jdrawn+hJsubsi).
In the right column, the total Galactic emission is shown (Jsm additionally included). Note the
di↵erent colour scales between the columns. The particle physics term is computed from a thermal
relic cross-section, m� = 200 GeV, and �� ! bb̄. The maps are drawn with a HEALPix resolution
Nside = 512.

CTA-like angular resolutions, we conclude that the mass-concentration relation is the most
important substructure property to pin down in order to make reliable detectability studies.

We use the distance-dependent concentration P-VLII by Pieri et al. in the HIGH model
and, unless stated otherwise, the remaining of the paper will use the HIGH model as an
optimistic template, while LOW remains default. For illustration purpose, we display in
figure 5 the two corresponding di↵erential flux skymaps computed at 4 GeV. The flux is
obtained assuming a 200 GeV DM candidate which annihilates exclusively in the bb̄ channel.
The left column shows maps of the substructures drawn by CLUMPY, while the middle column
displays the total (resolved+unresolved) substructure contribution. As discussed above, more
subhalos are resolved in model HIGH, and the flux of the unresolved component is also higher.
The right column displays the total flux in both cases, i.e. including the smooth Galactic
halo component, which is the dominant component towards the GC.

3.2 Comparison of the DM subhalo models to the known Milky Way satellites

More than twenty dSph galaxies are known to orbit the Milky Way. Formed from the most
massive DM subhalos, these objects are prime targets for indirect detection as their DM
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[M. Hütten et al., JCAP 1609 (2016) 047]

Indirect Searches for dark matter with gamma rays
Dark matter signal shape:

Galactic centre

subhalos,  
extragalactic objects (galaxies, galaxy clusters, …)

gamma-ray event in the sky with the photon’s origin which may be far from
Earth or even the MW. Therefore, it is possible to study particular targets
which are expected to possess a high concentration of DM (c.f. Sec. II.3). In
fact, the signal strength of DM gamma-ray emission is proportional to the
squared DM density (pair-annihilation) or DM density (decay) of a galactic
or extragalactic object. Preferred search targets are galaxy clusters, distant
galaxies, MW satellites like dSphs or the Galactic centre of the MW. Currently,
the most stringent constraints on WIMP DM pair-annihilation were derived
via gamma-ray data of the MW’s dSphs collected by the Fermi satellite [23].
A description of the instruments and telescopes used to obtain information
about the gamma-ray sky is provided in Chp. III.

To make quantitative statements about the expected gamma-ray emission
from a particular target due to DM annihilation/decay, the so-called prompt
emission component receives most of the attention. Prompt emission encom-
passes all gamma rays that are the direct product of an annihilation/decay
event, i.e. created quasi-instantaneous at the original position of the initial DM
particle via processes like c + c ! g + g or c + c ! p0 + . . . ! g + g + . . ..
There is a second type of gamma-ray emission which is called secondary emis-
sion and mainly caused by leptonic primary DM annihilation/decay prod-
ucts that interact with the interstellar medium in the surroundings of the
DM particle or the Galactic magnetic field. Processes like synchrotron ra-
diation, Bremsstrahlung or Inverse Compton (IC) scattering on low-energy
photons consequently generate DM-related gamma rays. Section 6 of [324]
describes the necessary ingredients and formulae to compute DM secondary
emission.

As concerns prompt emission, the differential gamma-ray flux, per unit en-
ergy and solid angle, that is expected from annihilating DM particles with
density profile rc(r) is given by (see e.g. [372])
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where the integration is performed along the line of sight (l.o.s.) in the observ-
ing direction (y). Particle physics parameters that enter here – all contained in
the parenthesis – are the average velocity-weighted annihilation cross section
hsviann, the DM mass mc, a symmetry factor that is Sc = 1 (Sc = 2) if the DM
particle is (not) its own antiparticle, the annihilation branching ratio Bf into
channel f and the number N f

g of photons per annihilation. If the annihilation
rate (and spectrum) is sufficiently independent of the small galactic DM ve-
locities v(~r) (so-called s�wave annihilation), as for the simplest DM models,
the factor in parenthesis can be pulled outside the line-of-sight and angular
integrals. Spatial and spectral information contained in the signal then fac-
torise, and hence are uncorrelated, such that the flux from a given angular
region DW becomes simply proportional to what is conventionally defined as
the ‘J-factor’,

J ⌘

Z

DW
dW

Z
d` r2

c . (II.20)
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cosmology/astrophysics particle physics

strong signal 
high background

moderate/low signal 
low background

Galactic centre Milky Way dwarf satellites

moderate signal
moderate background

LMC, Andromeda galaxy
… …
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Dark matter at the TeV scale with CTA
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What do we want?

1. Define the most promising data 
analysis and observational strategy 
for CTA DM searches in the Galactic 
centre, using state-of-the-art  
modelling of astrophysical and 
instrumental backgrounds.

2. Develop a realistic assessment of 
CTA’s sensitivity to a DM annihilation 
signal from the Galactic centre.

3. Define requirements in terms of 
systematic uncertainty to reach the 
thermal annihilation cross-section for 
various realisations of DM parameters.

CTA is a unique instrument capable of testing thermal WIMP models in the 
TeV energy range!   
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Figure 1. The left panel shows the exposure map for CTA’s Galactic centre (GC) and extended
GC surveys, at an energy of 1TeV. The right panel shows a zoom into the GC survey region. The
nine pointing positions of the GC survey mode are marked with red crosses. The observation time
for each of these pointing positions will be approximately 60 h. The 15 pointing positions of the
extended survey north of the Galactic plane are marked with blue crosses. The observation time for
each position will be 20 h in this case.

(ii) Extended survey: an observation supplementing the GC survey is to scan over a
region above the Galactic plane from b = 2� to b = 10�, and l = �3� to l = +3�,
with 15 additional pointing positions centred on (l = ±3�, 0�, b = 2�, 4�, 6�, 8�, 10�)
in Galactic coordinates (blue crosses in figure 1). Each of those pointing directions is
observed for 20 h so that the total observation time of the extended survey amounts to
tobs = 300 h (adding to the combined 525 h of the GC survey). Due to the large region
covered, this observation strategy can increase the sensitivity for DM distributions that
are more cored around the GC (as discussed in more detail in section 5.3).

The planned Galactic plane survey will also overlap with the GC region. However, since it has
a significantly smaller exposure than the two surveys described above, we will not use it in our
work. To evaluate the expected number of events for a given sky model, the CTA consortium
has produced IRFs for the planned array configurations. These are based on Monte-Carlo
simulations of the Cherenkov light that is generated in the interaction of gamma rays with the
Earth’s atmosphere and the subsequent measurement of this light by CTA telescopes, followed
by event reconstruction and classification. The IRFs provide information on e↵ective area,
point spread function and energy dispersion as a function of energy and o↵set angle for various
telescope pointing zenith angles [53]. In this work, we use the publicly available prod3b-v1

IRF library, and in particular the IRF file South z20 average 50h which is optimised —
by defining background reduction cuts with respect to an equivalent of 50 h of simulated
Monte Carlo air showers — for the detection of a point-like source at 20� zenith angle (note
that the GC is mostly visible from the southern site). Finally, for the smaller number
of telescopes planned for the initial construction configuration investigated in appendix A,
we use a separate set of IRFs as described there. A versatile tool to predict the number of
expected counts, given a set of IRFs, is the public code ctools [54] that we will make extensive
use of in our analysis.
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Dark matter signal setup
Spectral Shape: various annihilation channels (DarkSUSY/ PPPC [Cirelli et al., JCAP 1103 (2011) 051])

• standard/vanilla WIMP channels
• the harder the spectrum,  

the better CTA’s sensitivity
• shaded regions: most constraining  

power  
—> good agreement between  
       DarkSUSY and PPPC  

Signal Morphology
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Figure 2: Summary of J�factor profiles considered in this study. Left panel: Di↵erential
J-factor for an observation pointing an angle ✓ away from the GC (translating to a physical
o↵set distance r = r� tan ✓). Right panel: Summary of benchmark DM spectra adopted
in this analysis. [Gabi: Color code has changed, use black for the benchmark
channel.]

will further comment on the impact of instead choosing the also often considered NFW and
Burkert [65] profiles in Appendix ??.

We use the public code CLUMPY [66–68] to generate J�factor sky maps of the central
region of the MW. In Fig. 2 we show the resulting radial and angular profile for our benchmark
profiles, both in terms of the di↵erential J-factor and the integrated J-factor for annuli
around the GC with a width of 0.5� (corresponding to the resolution of the morphological
analysis that we will adopt). We performed an independent cross-check of these J�factors
by instead calculating them with DarkSUSY [69], finding a relative error of less than 1% for
annuli centred at ✓ & 1�. At even smaller scales the di↵erence can be larger, pointing to an
underlying uncertainty due to numerical precision in either of the codes of up to O(10%).
[Torsten: Why did you remove the J-factor for annuli [but not in the text ;)]? If
only one, I would actually keep that figure!]

4.3.2 Spectral distribution

[Gabi: below we should also define and motivated the ’benchmark channel]
The dominant source of prompt gamma-ray emission from DM, as described in Eq. (4.1),

is expected to stem from the tree-level annihilation of WIMP(-like) particles into pairs of lep-
tons, quarks, Higgs or weak gauge bosons. The primary annihilation products for the latter
three channels then hadronize and decay, producing secondary photons mainly through the
eventual decay of neutral pions.The resulting photon spectra dNf

� /dE� for a given annihi-
lation channel f can then be obtained from event generators like Pythia [70] or Herwig [71].
Owing to the large multiplicity of pions produced in the event chains, these secondary spectra
are typically of a rather universal form, lacking pronounced features apart from a relatively
soft cuto↵ at the kinematical limit E� = m� (see, e.g., [8]). For leptonic final states on the
other hand the production of pions is suppressed (for ⌧+⌧�) or kinematically impossible (for
light leptons), implying a harder gamma-ray spectrum (from final state radiation in lepton
decays) with a sharper cuto↵ at E� = m�.

Whereas the spectrum from a given two-body annihilation channel is in principle uniquely
defined – with intrinsic uncertainties still deriving from how di↵erent event generators im-
plement the hadronization and decay chains (e.g. [72]) – an inevitable dependence on the
underlying DM model enters from taking into account radiative corrections leading to three-
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Figure 2: Left: Summary of J�factor profiles considered in this study, with solid (dashed)
lines corresponding to the case of an Einasto (cored Einasto) profile for the DM density. The
top panel shows the differential J-factor for an observation pointing an angle ✓ away from
the GC (translating to a physical offset distance r = r� tan ✓), while the bottom panel shows
the J-factor integrated over annuli of width 0.1� as a function of the average annulus radius.
Right: Summary of benchmark DM spectra adopted in this analysis for various final states,
indicated by solid lines with different colours. Dashed lines show the corresponding spectra
obtained with an alternative event generator. The shaded regions illustrate where the DM
signal would be most important compared to a background that falls like a power law, E�n� ,
with a fiducial value of n� = 2.7 for the spectral index. For better visibility, these regions are
only indicated for bb̄ (red) and ⌧

+
⌧
� (green) final states.

known that an additional photon in the final state can both significantly enhance the anni-727

hilation rate and lead to very characteristic spectral features around the kinematic endpoint728

at E� = m� [61, 112, 113], while final state gluons only slightly change the photon spectrum729

expected from quark final states [114]. The effect of an additional electroweak gauge or Higgs730

boson in the final state has also been investigated in detail, again showing a large model-731

dependence for the resulting particle yields [111, 115–119]. When including electroweak cor-732

rections here, we will do so in a form that is sometimes referred to as ‘model-independent’ [120]733

(as implemented in the ‘Poor Particle Physicist Cookbook’, PPPC [121]). Specifically, the734

underlying assumption is that the contribution from weakly interacting bosons radiated from735

the initial DM states and virtual internal propagators can be neglected. This is, for exam-736

ple, satisfied in contact-type interactions of electroweak singlet DM; for Majorana DM like737

the supersymmetric neutralino, on the other hand, the resulting photon spectra can differ738

substantially [111]. It should also be stressed that all radiative corrections mentioned so far739

only concern leading order effects, and that there has recently been significant progress in740

including higher-order effects by consistently treating leading logarithms [63, 64, 68]. While741

these effects start to change the photon spectra appreciably for DM masses above the TeV742

scale, we will not take them into account here.743

In the right panel of Fig. 2 we plot the photon spectra from PPPC for selected benchmark744

annihilation channels (solid lines). For the case of W+
W

� the effect of the above-described745

implementation of electroweak corrections is largest; we therefore also indicate the spectrum746

without these corrections (which can be thought of as a very rough means of bracketing747
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Astrophysical background components
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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We consider a variety of astrophysical emission components relevant at TeV energies.
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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We consider a variety of astrophysical emission components relevant at TeV energies.

Detected/established TeV emitters:  
—> Localised sources that have been detected by current-generation Cherenkov telescopes. 
—> We mask a region around their location based on their intrinsic extension and CTA’s resolution. 
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)

– 14 –

We consider a variety of astrophysical emission components relevant at TeV energies.

Instrumental irreducible cosmic-ray background (CR):  
—> Mainly due to misclassified charged cosmic-ray events (leptonic/hadronic) 
—> Expected spectrum and spatial structure simulated by CTA’s Monte Carlo group (w.r.t. to particular 
       array layout).
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)

– 14 –

We consider a variety of astrophysical emission components relevant at TeV energies.

Interstellar emission (IE):  
— Galactic ridge emission measured by H.E.S.S. 
— Larger scale emission (b > 0.3°) not probed at TeV scale
     —> tested via 3 different models
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
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of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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Figure 3. Background and signal templates computed by ctools for the GC survey observation,
showing the expected photon counts in the energy range from 100 to 500GeV. The (logarithmic)
colour code indicates the number of expected counts N per 0.1�⇥0.1� pixel. See text for a description
of each of the individual templates shown here.

(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in section 4).

3.4 Emission templates and caveats

To summarise our discussion of emission models, we compare in figure 3 the total count maps
in the 100–500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in section 2.2). From top left to bottom right,
these correspond to:

• residual CR background events, generated from prod3b-v1 IRFs (section 2.2)

• interstellar emission, as predicted in the Gamma and the Base model (section 3.2)
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We consider a variety of astrophysical emission components relevant at TeV energies.

Low-latitude Fermi Bubbles and (yet) unresolved sources: 
—> Their properties are hardly known; their impact is examined in less detail than the other 
       components. 

ICRC 2021, 12–23 July 2021

mailto:eckner@lapth.cnrs.fr


Data analysis — “benchmark” setup
Template Fitting (3D analysis)

(μK)k
= μCR

k + μGDE
k + ΔBk + ADMμDM

k

Generic setup:

CTA Mock Data:
• Asimov data set
• CR + IEM
• spatial binning: 0.1°
• spectral binning: 54 bins (width 

corresponding to 2  energy resolution 
of CTA) from [0.03, 100] TeV

• PS mask

σ

Model Data:
• template preparation like mock data
• CR + IEM + DM 

—> systematic uncertainty added via  
       covariance matrix

(iii) spatial bin – energy bin correlations.652

To apply the covariance matrix description of systematics, we follow the approach outlined653

in Ref. [106, 107], and implemented in the python package swordfish
8 (see also Appendix654

A.2). In particular, we change the construction of the model prediction in Eq. 5.2 (but655

not that of the data n) in the following way: Instead of varying the background templates656

by normalisation parameters AX

i per energy bin to account for background fluctuations, we657

set these normalisation parameters to unity and instead explicitly introduce ‘background658

perturbations’ �B – i.e. uncertainties on the reconstruction of events, to be understood as659

nuisance parameters with Gaussian variations – for each individual template bin k,660

(µK)k ⌘ µCR

k + µGDE

k +�Bk +A�µ�
k . (5.6)

Here, the index k comprises both spatial and energy bins, i.e. k 2 [1,N ] with N being the661

product of the number of spatial pixels and the number of energy bins. Additionally, one662

modifies the full Poisson likelihood to663

L(µ|n) =
NY

k=1

µnk
k

(nk)!
e�µk ⇥ exp

"
�
1

2
�Bk

NX

l=1

�
K�1

�
kl
�Bl

#
(5.7)

which, after marginalizing over the nuisance parameters reduces to a log-likelihood function664

that only depends on the signal normalization A� (omitting a term that is constant in the665

model parameters and only depends on the data n):666

� 2 lnL(µK |n) = min
�B

8
<

:

NX

k=1


nk ln (µK)k � (µK)k

�
�

1

2

NX

k,l=1


�Bk

�
K�1

�
kl
�Bl

�9=

; . (5.8)

Upper limits on the DM annihilation cross-section are then derived by constructing a test667

statistics in exact analogy to Eq. (5.4), mutatis mutandis. Concerning the concrete construc-668

tion of covariance matrices, we can parameterise spatial correlations by an NS ⇥ NS matrix669

KS, with670

(KS)jj0 = �2

S exp

 
�
1

2

��~rj � ~rj0
��2

`2
S

!
, (5.9)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of671

the spatial systematic uncertainty, `S the spatial correlation length, ~rj is the central position672

of the j�th spatial template bins in degrees of Galactic longitude and latitude, and we use673

the norm on the unit sphere to measure the distance between two such spatial bins. �S and674

`S may in general depend on the position in the template but, for simplicity, we only assume675

global values for these quantities. In analogy, energy correlations can be parameterized by676

an NE ⇥ NE matrix KE, with677

(KE)ii0 = �2

E exp

"
�
1

2

✓
log10(Ei/Ei0)

`E

◆2
#
, (5.10)

where NE refers to the number of energy bins, �E denotes the magnitude of the spectral678

systematic uncertainty, `E the energy correlation length (in dex) and Ei is the central values679

8
github.com/cweniger/swordfish
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Figure V.7: Compilation of the morphology of astrophysical gamma-ray emission templates,
DM gamma-ray emission due to annihilation into bb̄ pairs (mc = 2 TeV, hsannvi = 3 ⇥

10�26 cm3 s�1) as well as residual CR background of CTA background computed by ctools
with respect to the GC survey’s pointing strategy outlined in Sec. III.4. The templates show
the expected gamma-ray intensity in the energy range from 100 to 500 GeV for a regular
spatial binning of 0.1� ⇥ 0.1�. The colour code denotes the number of expected photons in
each pixel.

As concerns the subsequent DM analysis, we rely on the residual CR back-
ground derived from extensive Monte Carlo simulations of air showers with
CORSIKA and the event reconstruction according to a simulation of the ar-
ray behaviour for a particular CTA observation site and set of instrument
response functions. In detail, we use the publicly available prod3b-v1 IRF li-
brary, and in particular, the IRF file South_z20_average_50h which is opti-
mised – by defining background reduction cuts for an equivalent of 50 h of
simulated Monte Carlo air showers – for the detection of a point-like source
at 20� zenith angle. Besides, for the smaller number of telescopes planned for
the ‘Construction Phase’ configuration we use a separate set of IRFs as de-
scribed there. The results concerning this reduced CTA layout are presented
and discussed in Appendix D. The respective residual CR background tem-
plate is shown in Fig. V.7 and Fig. V.8 of Sec. V.1.4.
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Figure V.11: Forecast of the upper limits on the DM pair-annihilation cross section at 95%
CL that CTA is able to derive based on the data from the planned GC survey as visualised
in Fig. III.11. The displayed sets of upper limits exclusively refer to the benchmark settings
discussed in the beginning of Sec. V.3. We indicate the value of the thermal WIMP annihi-
lation cross section as a function of the DM mass in darkblue as calculated by DarkSUSY,
whose computations are based on the Planck release of cosmological parameters and DM
relic abundance [55,605]. The dark blue band around the central value shows the uncertainty
of the thermal annihilation cross section given the 3s error of the Planck DM relic density
parameter. (Left:) Upper limits (black solid) for DM particles annihilating into W+W� with-
out electroweak corrections (c.f. Sec. V.1.1.2). The green band displays the 95% confidence
interval of the derived upper limits while the yellow band extends it to the 99% confidence
interval. These intervals have been derived relying on MC realisations of the mock data.
(Right:) Comparison of the upper limits for all chosen DM annihilation channels: bb̄ (red),
W+W� w/o EW corrections (black), W+W� with EW corrections (blue) and t+t� (green).
The solid lines refer to our benchmark settings, i.e. with systematic uncertainties, while the
dotted counterparts in the same colour depict the respective limits in the statistical reach.

The right panel of Fig. V.10 shows a different approach to visualise the dif-
ferential sensitivity to, in this case, a DM component assuming mock data
comprised of the residual CR background and an IE component. Here we
provide the values of the TS (or as labelled in the figure, D log L) per energy
bin and explicitly emphasise the 95% CL upper limits (TS = 2.71) with black
arrows. For convenience, we did not assume any specific DM mass or an-
nihilation channel but rather a ‘universal’ DM spectrum scaling as a simple
power law dF/dE = E�2. The impact of the change of the spectral profile
does not strongly impact the behaviour of the 95% CL upper limits compared
to the left panel of the same figure. The most pronounced difference is a re-
duced sensitivity level of less than a factor of two because of the additional
IE in the mock data. In fact, the spectral shape of the DM gamma-ray emis-
sion does not have a large impact on the sensitivity per energy bin because
the sensitivity mostly depends on the total number of detected photons per
bin and not on the spectral distribution inside a particular energy bin. This
statement is, however, only valid if the emission spectrum is sufficiently well
sampled, i.e. the energy bin width is sufficiently small, or if the spectrum does
not exhibit notable features like lines.

V.3.2 Forecast of dark matter upper limits

An essential outcome of this analysis is the projected mean upper limit on the
DM pair-annihilation cross-section with respect to the adopted WIMP annihi-
lation channels according to the discussion in Sec. V.1.1.2. Fig. V.11 provides
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Results — DM particle models
Sensitivity to various DM annihilation channels
Reminder — Benchmark setup:
• GC survey
• Mock data: CR + IEM and source mask
• Model data: same + DM (Einasto)
• instrumental systematic error: 1% with 0.1° spatial correlation length (“benchmark choice”)

bb̄

W+W−

τ+τ−
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Results — sensitivity to DM cored profiles
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Figure V.12: Forecast of the upper limits on the DM pair-annihilation cross-section at 95%
CL assuming either an Einasto or a cored Einasto profile with rc = 1 kpc and an annihilation
channel into W+W� without EW corrections. The colour scheme differentiates the upper
limits obtained for the GC survey (black) and the GC survey + extended survey (magenta).
In the case of the Einasto profile (solid lines), the sensitivity of CTA does not largely improve
from the additional observation time due to the extended survey. In contrast, using the data
from the GC survey to constrain the DM signal from a cored Einasto profile (dashed lines)
yields limits more than one order of magnitude worse than the ones of the cuspy Einasto
profile. Adding the extended survey ameliorates this situation. The magenta dash-dotted
line displays the limits for the cored Einasto profile with extended survey imposing fixed
spectra on the background components, i.e. using a long energy correlation length. Due to
computational limitations, these upper limits were derived with 20 logarithmically spaced
energy bins instead of the benchmark setting.

ing to conduct a large-scale survey of the GC region extending to a Galac-
tic latitude of 15� with the ‘extended survey’ (see left panel of Fig. III.11).
The comparison of the integrated J-factors of the Einasto profile (JEinasto =
7.1 · 1022 GeV2/cm5) and a cored Einasto profile with a core size of 1 kpc
(Jcore (1 kpc) = 3.9 · 1022 GeV2/cm5) within the full ROI of GC survey and ex-
tended survey, results in a not overly pronounced deviation from each other.
CTA is therefore in a situation that resembles the study of dSphs as it will scan
the innermost 1 kpc of the MW where the DM density is mostly unconstrained
and hence reduce the level of uncertainty. That is in contrast with previous
DM-related IACT studies, which have usually considered much smaller anal-
ysis ROIs that resulted in a larger difference of the integrated J-factors for
cored and cuspy DM profiles. This argument, however, should be taken at
least with a grain of salt because the full ROI is not uniformly contributing
information for the discrimination of signal and background. A measure for
the constraining power of a certain region in the ROI is the signal-to-noise
ratio, and this ratio differs for cored and cuspy DM profiles, which we will
elaborate on in Appendix C.

In Fig. V.12 we give a quantitative comparison of the sensitivity to cuspy
and cored DM profiles assuming the GC survey or the GC survey plus the
extended survey. This comparison is exemplified using the W+W� channel
without EW corrections. Considering the GC survey, the benchmark limit for
an Einasto profile is displayed as a black, solid line. This upper limit worsens
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✦ Extensive DM cores are a blind spot for CTA (high degeneracy with the CR component). 

✦ The additional extended GC survey (observation positions up to 10° in latitude) significantly 
improves the prospects regarding cored profiles. 

✦ A careful inclusion of spectral information is crucial to explore the full potential of CTA to constrain  
extensive DM cores. 
—> improvement compared to existing IACTs
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Planned Galactic Centre Observation Strategy
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• 15 individual pointing positions: 300h in total

• relevant for some DM density profiles
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Summary
We derive the CTA’s sensitivity to a DM signal in the Galactic centre by 
— defining the most promising data analysis approach (template-based analysis), 
— studying the impact of  instrumental systematic uncertainties in an agnostic manner (for a  
     possible input of future CTA  performance optimisation),
— quantifying the robustness of the expected limits with respect to uncertainties of astrophysical  
     emission components like the interstellar emission.
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Figure V.23: Comparison of the projected CTA mean upper limits on the DM pair-annihilation
cross section at 95% CL with respect to the benchmark choices of background composition
and instrumental systematic uncertainties (black lines, c.f. Fig. V.11) with the most recent
upper limits of other gamma-ray telescopes: the stacked Fermi-LAT limits from the MW’s
dSphs (cyan) [23], the H.E.S.S. limits from observations of the GC (purple) [385] as well as
a projection of the stacked Fermi-LAT limits dSphs limits based on an increased number
of ultra-faint dSphs detected by LSST [613]. We consider the W+W� channel (Left) and bb̄
channel (Right) in this comparison. The confidence intervals around our upper limits have
been derived with MC realisation of the mock data; the colour code corresponds to the one
used in Fig. V.11.

the GC with a variety of instruments to characterise the emission of the FB or
localised sources like SNRs and PWNe in other bands of the electromagnetic
spectrum in order to acquire a more accurate understanding of their position,
shape and particle flux.

To conclude, we set the DM upper limits derived in this dissertation into the
greater picture of existing constraints on the WIMP DM parameter space. In
Fig. V.23, we provide a comparison of the projected CTA mean upper limits on
the DM pair-annihilation cross-section at 95% CL for the benchmark choices
of background composition and instrumental systematic uncertainties (black)
with a set of similar or complementary upper limits from various instruments:
the stacked Fermi-LAT limits from the MW’s dSphs [23] combined with the
MAGIC observation of Segue I [386] (cyan), the H.E.S.S. limits from observa-
tions of the GC [385] (magenta) and a projection of Fermi’s dSph limits includ-
ing future ultra-faint dSph detections by LSST [613] (dashed, green). Quite
importantly, the displayed compilation of DM constraints is hardly compa-
rable among each other in a fair manner because of the different analysis
techniques, search targets and the treatment of systematic uncertainties of the
respective instrument. Nonetheless, our DM upper limits do incorporate sys-
tematic instrumental errors by means discussed in Sec. V.2.1.2. Even then, this
figure illustrates that CTA has the unique potential to improve the DM up-
per limits derived by current-generation IACTs, to explore parts of the WIMP
DM parameter space close to the thermal annihilation cross-section for DM
particles of masses in the TeV range. It thereby closes the gap between the
currently most stringent constraints set by Fermi LAT’s observations of MW
dSphs.

The last word shall be dedicated to the implications of the planned phased
construction of CTA. CTA is a large-scale project with correspondingly high
construction costs and long construction times. The baseline array layout
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CTA offers the opportunity to probe the uncharted territory of the WIMP parameter 
space beyond the thermal annihilation cross-section at the TeV scale!
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Figure 15: Same as Fig. 14, but the solid black line now shows the sensitivity projection for
the reduced initial construction configuration (while the dashed black line shows the result
for the benchmark analysis setting presented in the main text).

A Initial construction configuration1522

Given the substantial investment in infrastructure that is required for an instrument with1523

the size of CTA, it is not surprising that current planning calls for the telescope arrays to be1524

constructed in phases. In the main text we have discussed the ‘baseline array’, i.e. the array1525

configuration corresponding to the original design goal. In this Appendix we instead consider1526

a slimmed-down (initial) construction configuration and discuss the impact of this preliminary1527

configuration on CTA’s sensitivity to a DM signal and its ability to test the WIMP paradigm.1528

It is worth stressing that the construction configuration could be realised with the funding1529

that is currently available at the time of this writing.1530

The reduced South array we considered is composed of 15 MSTs, 50 SSTs and no LST,1531

which compares to a baseline South array of 4 LSTs, 25 MSTs and 70 SSTs that was considered1532

in the main text. Here we follow exactly the same analysis steps as described in the main1533

text, in particular concerning the treatment of systematic errors, but generate templates and1534

mock data based on IRFs describing this initial configuration instead.1535

In Fig. 15 we illustrate the projected sensitivity for this array configuration (black solid1536

lines) in analogy to Fig. 14 in the main text, including for convenience also the sensitivity1537

for the full baseline array derived there (black dashed lines). The loss in sensitivity of the1538

reduced array is clearly visible and can, for DM masses above 200 GeV, mainly be attributed1539

to the reduction in the number of MSTs; for smaller DM masses the lack of LSTs leads to a1540

further clearly visible decrease in sensitivity (see also Appendix C.3). When only focussing1541

on this direct comparison between the two array layouts, the difference between the two1542

configurations may still not appear very dramatic. However, in comparison to expected1543

results from complementary techniques, in particular the projected limits from Fermi LAT,1544

it becomes clear that this impression is misleading. While there are many WIMP realisations1545

somewhat above the ‘thermal’ line, the number increases substantially as one gets close to the1546

line (and slightly below it). Losing the opportunity to robustly exclude annihilation cross-1547

sections within a factor of a few around this ’thermal’ value thus results in a significant loss1548

in theoretical models that can be probed, correspondingly diminishing the prospects for the1549

detection of thermally produced DM. Accordingly, it remains a critical goal to eventually1550

reach the baseline CTA configuration that is discussed in the main text.1551

As discussed in section 5.2, directly providing the bin-to-bin flux sensitivity to DM1552
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baseline array initial construction
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Data analysis in a template-based approach
Template Fitting (3D analysis)

PROs:
• template fitting proved to be a powerful technique with the LAT data
• ON/OFF—type analysis (see published H.E.S.S. analyses of the Galactic centre) might fail 

with the CTA due to its sensitivity to a large-scale diffuse emission
CONs:
• systematic uncertainties in the templates become the limiting factor of the analysis

template: binned 3D component cube with 2D sky map per energy bin
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Data Analysis
Template Fitting (3D analysis)

PROs:
• template fitting proved to be a powerful technique with the LAT data
• ON/OFF analysis (c.f. DM studies published by H.E.S.S. collaboration) might fail with CTA data
CONs:
• Systematic uncertainties in the templates become the limiting factors of the analysis.

introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
�B

8
<

:

NX

k=1


nk ln (µK)k � (µK)k

�
�

1

2
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�Bk
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K�1

�
kl
�Bl

�9=
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In general, upper limits on the DM annihilation cross-section are derived according to Eq. 5.5
mutatis mutandis. The required numerics are performed by the python package swordfish

[72, 73] which is described in greater detail in Sec. 5.2.2.
Within this framework, we construct covariance matrices that correspond to correlations

of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1

�2

S exp

 
�
1

2

k~rk � ~rlk
2

`2
S

!
, (5.8)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
assume global values for these quantities. The spatial covariance matrix KS has dimensions
NS ⇥ NS and describes the correlations among spatial bins of a single copy of our ROI in a
particular energy bin. To extend KS to the full energy range and the total number of energy
bin NE, we construct a block matrix with NE copies of KS on its diagonal. Thus, we ensure
that no correlations of type (iii) are created.
Energy correlations are parametrised analogously:

KE =
NEX

i,j=1

�2

E exp

✓
�
1

2

log (Ei/Ej)

`2
E

◆
, (5.9)

where �E denotes the magnitude of the spectral systematic uncertainty and Ei, Ej are the
central values of the i�th/j�th energy bin. `E is given in units of dex. As we want the energy
correlations to a↵ect the ROI in its entirety, we enlarge KE by computing the Kronecker
product KE ⌦ INS

. Here, INS
refers to a matrix of size NS ⇥ NS where each element is 1.

We will use this implementation of systematics in the calculation below, but in Appendix
C we discuss an alternative approach to deal with systematics that in general is easier to
implement, and arguably more intuitive. [Torsten: I’ll try to briefly sketch the main
idea here, such that we can refer to this when showing the results in Section
7.6...]

5.1.4 Masks, binning...

[Gabi: S]HALL WE MOVE THIS TO THE DISCUSSION SECTION? As a benchmark
choice we do not apply any mask to our data and attempt to model all emission components.
We however, explore how the choice of mask impacts our results in Section XX. As for the
binning, we will explore the correlations of various spatial lengths and will work

– 20 –

Likelihood function systematics directly implemented  
via covariance matrix

In a similar manner, utilising the background and signal templates, we construct our model
data µ as

µ = µij = ACR

i µCR

ij + AGDE

i µGDE

ij + ADMµDM

ij , (5.4)

where µX

ij denotes the spectrally and spatially binned template of source model X.3 As
concerns the parameters of the model µ, we introduce a global normalisation parameter
ADM for the signal DM template whereas for each background component we insert a set
of normalisation parameters AX that may vary in each energy bin. The advantage of this
approach is twofold: On one hand, the mock data is treated more realistically as real data
could feature upward or downward fluctuations of photons counts whose impacts can be
mitigated via energy-dependent background rescaling parameters. On the other hand, the
DM limits are conservative since we do not enforce a particular assumption on the spectral
profile of the GDE component.

To derive an upper bound on the DM normalisation ADM, we define for fixed DM mass
mDM the test statistic

TS(ADM) = min
ACR,AGDE

✓
�2 ln


L(µ|n)

L( µ̂|n)

�◆
(5.5)

where µ̂ denotes the model counts in Eq. 5.4 inserting the best-fit values ÂCR and ÂGDE for
all normalisations parameters obtained by means of the maximum likelihood method applied
to Eq. 5.2. As this test statistic is distributed according to a �2

�distribution with one degree
of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

5.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 5.2, we change
the construction of the model data in Eq. 5.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitly introduce background perturbations �B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (5.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 5.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence

3nCR

ij and µCR

ij refer to the same CR template (and analogously for the GDE template). The ambiguity of
notation is solely enforced as a means to guide the eye.

– 19 –

Covariance matrices parametrise spatial correlation (       spatial correlation length) and
spectral correlation (       spectral correlation length) of template pixels. 

ℓSℓE
Implementation via python package Swordfish [Edwards & Weniger, arXiv: 1712.05401]. 

systematic uncertainties
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Results — Impact of the Fermi Bubbles
Impact of the Fermi Bubbles 

Reminder — Benchmark setup:
• GC survey
• Mock data: CR + GDE + FB (PS perfectly masked)
• Model data: same + DM (Einasto, )
• instrumental systematic error: 1% with 0.1° spatial correlation length

bb̄

—> Impact turns out to be minor (provided that we can derive a flux template)! 
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Results
Impact of different systematics correlation lengths on the sensitivity projection 
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Figure 13: CTA sensitivity to a DM signal for our standard analysis settings (black solid
line, as in Fig. 5), after adding an FB template (green solid line, largely overlapping with the
black solid line) and the result of an analysis where the FB emission is present in the mock
data, but not accounted for in the fitting procedure (cyan solid line). Dashed lines show the
‘statistical’ reach (neglecting systematic uncertainties in the spatial templates) for the former
two cases.

uncertainties as large as 30% (and more). Let us briefly mention that the above discussion1399

is also closely related to that of applying a mask, which is the traditional choice of limiting1400

the impact of such uncertainties. We take a more detailed look at this in Appendix B.3,1401

concluding that for a template analysis the benefit of masking is at best unclear given that1402

uncertainties in the GDE component are distributed across the entire ROI.1403

Localised sources and Fermi bubbles1404

Apart from the cosmic-ray induced interstellar emission, we expect two further contributions1405

in our ROI, namely those connected to the low-latitude end of the Fermi bubbles as well1406

as sub- and above-threshold sources. Here we briefly investigate how uncertainties in these1407

components affect our DM limits.1408

Fermi Bubbles: In Fig. 13 we show the impact of adding the FB template to our1409

benchmark set-up. As anticipated, this impact is rather limited because there is almost no1410

degeneracy between the symmetrical DM and the off-centre FB templates. We remark, how-1411

ever, that if the FB emission (and in particular its morphology) turns out to be significantly1412

different at CTA energies compared to the extrapolation based on the Fermi-LAT data, the1413

impact of this emission component might be higher. To illustrate this, we indicate in the1414

figure the limiting case where the FBs are left completely unmodelled; for TeV DM, this1415

would (artificially) worsen the DM sensitivity by up to an order of magnitude. Studying this1416

effect in more detail, which would involve studying the systematic uncertainties related to the1417

physics modelling of the FBs, is beyond the scope of this work.1418

Non-diffuse sources: Concerning the emission from bright (resolved) localised sources,1419

our baseline procedure is to mask them in order to limit their impact on the fitting procedure.1420

While such a procedure works well with mock data, it was realised already with the Fermi-1421

LAT analysis that masking in crowded regions poses several challenges related to the choice1422

– 31 –
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Results — instrumental requirements
Turn the issue around - what level of systematic errors can we tolerate and still reach the 
thermal cross-section (i.e. test the WIMP hypothesis)?

• Our benchmark point is ‘reasonable’ and not an isolated case 
• Deterioration of sensitivity happens when the correlation length coincides with the typical 

length scale of the dark matter signal (~0.5° to ~1°).
• When real data becomes available, CTA might produce a subset of IRFs that satisfies this criterion.
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Figure V.14: Region in the (sS, `S, mc) parameter space (green shaded area) in which the
sensitivity of CTA is sufficient to probe the thermal annihilation cross section. The red cross
marks the position of our benchmark choices for systematic errors that are used as reference
throughout this thesis. (Left:) Results for a fixed DM mass mc = 2 TeV. (Right:) Results for a
fixed uncertainty amplitude of sinstr

S = 1%.

The result of this endeavour is shown in Fig. V.14. The left panel illustrates
the initial question in the (sS, `S)-plane (green-shaded area) for a fixed DM
mass of 2 TeV. The right panel provides information in the (`S, mc)-plane with
fixed uncertainty level of sS = 1%. Both figures show that the targeted design
goal of a systematic uncertainty level of only 1% requires correlation lengths
that do not sizeably exceed our benchmark choice of `S ⇠ 0.1�. If the level of
uncertainty can be reduced to even smaller amplitudes, even less favourable
correlation lengths in the ballpark of the characteristic DM signal length scale
are compatible with the possibility to probe the thermal annihilation cross-
section.

V.4.2 Uncertainty from astrophysical emission components
In this section we investigate the impact of astrophysical model uncertain-
ties on the upper limits on the DM annihilation cross-section that may arise
due to incomplete knowledge of the diffuse emission – as bracketed by the
three adopted IEMs – or due to the inclusion of additional emission compo-
nents that are not part of our benchmark choices. This study is particularly
interesting because current generation IACTs do not possess the sensitivity
to detect and examine these gamma-ray sources robustly. It is expected that
astrophysical emission sources will have a much more pronounced effect on
DM searches with CTA.

V.4.3 Uncertainty of the modelling of the interstellar emis-
sion

We start the discussion in this section with the impact of the modelling of
the large-scale diffuse emission on the projected DM sensitivity. So far, when
showing results based on mock data incorporating a diffuse component, we
have always used the Gamma IEM according to our benchmark choices. In
the left panel of Fig. V.15 we provide a compilation of upper limits on the
DM pair-annihilation cross-section at 95% CL with respect to the Einasto DM
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Results — impact of interstellar emission
The interstellar emission is still poorly mapped in the TeV range. CTA will probably change this, 
but what influence do modelling uncertainties have on the results?
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Figure V.15: Upper limits on the DM pair-annihilation cross section at 95% CL with respect to
the Einasto DM profile and DM particles annihilating into W+W� without EW corrections.
(Left:) Comparison of the results for different assumptions about the composition of the mock
data: residual CR background only (yellow), residual CR background + IEM [Gamma (black),
Base + ridge (red), Fermi IEM (orange)]. (Right:) Projected upper limits in case of ‘background
IEM confusion’, i.e. we fit an IEM template that is not part of the mock data. The black line
represents our benchmark choices where model and mock data are both using the Gamma
IEM. The blue line is the result of fitting the Gamma IEM to mock data that are comprised of
the residual CR background and a diffuse component according to the Base + ridge template.
The cyan line highlights the reversed situation. All of these limits have been derived with
an additional Galactic plane mask of �6.0� < l < 6.0�, �0.6� < b < 0.6� on top of the TeV
source mask.

profile and DM particles annihilating into W+W� without EW corrections
that vary this benchmark decision for a diffuse model by either adopting one
of the three IEM described in Sec. V.1.2.2 (Gamma (black), Base + ridge (red),
Pass8-Fermi (orange)) or none (yellow). First and foremost, no matter what
IEM has been chosen to model the large-scale diffuse emission, its inclusion
in the mock data deteriorates the DM upper limits by about a factor of two
as visualised by the difference of the grey line with all others. Secondly, the
resultant DM sensitivities from the three IEMs are at the same level. This
outcome is remarkable since it implies that morphological differences (and
degeneracies with the DM template) of the assumed diffuse models, like pro-
nounced features towards the GC in case of the Gamma model or no promi-
nent characteristics at all in case of the Base model, have only a sub-dominant
impact on the search for a DM signal from the GC. Nonetheless, this implica-
tion should not be overstated as we have investigated a rather ‘artificial’ setup
where we are in the position to exactly model the spatial and spectral profile
of the observed IE, i.e. model and mock data contain the same IEM.

We, therefore, conduct a complementary approach to characterise the ex-
pected uncertainty due to the IE. We modify the construction of the model
and mock data so that both quantities may be comprised of different IEM
templates. This setup represents, on the one hand, a much more pessimistic
assumption about the knowledge of the interstellar emission that CTA will
eventually encounter and measure. On the other hand, it cannot be denied
that this scenario may represent a perfectly realistic situation, which also ap-
plies to DM searches with current-generation telescopes such as Fermi LAT12.

12It should be noted, though, that even if the difference between the Pass8-Fermi diffuse
model and the actual IE should not be as significant as the difference between the models
that are tested against each other here.
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Figure V.16: (Left:) Region in the (sIEM
S , `IEM

S ) parameter space (green shaded area) in which
the sensitivity of CTA is sufficient to probe the thermal annihilation cross-section assuming
instrumental systematic uncertainties of `instr.

S = 0.1� and sinstr.
S = 1% (solid boundary line) or

sinstr
S = 0% (dashed boundary line). These results have been obtaining by fixing the DM mass

to mc = 2 TeV, by using the cc ! W+W� annihilation channel (w/o EW corrections) and
by assuming the Einasto DM density profile. (Middle:) Same as the left panel, but showing
the (sIEM

S , mc) plane with fixed `IEM
S = 1%. (Right:) Upper limits on the DM pair-annihilation

cross section at 95% CL depending on the amplitude sinstr.
S of the instrumental systematic

uncertainties and the amplitude sIEM
S of the IEM uncertainty for a fixed correlation length

`instr.
S = 0.1� of the instrumental systematic uncertainties and `IEM

S = 1� for the model un-
certainties with respect to the Einasto DM profile and DM particles of a mass mc = 2 TeV
annihilating into W+W� without EW corrections. The colour code indicates the value of the
DM upper limit in units of the thermal annihilation cross-section for the respective DM mass
derived by DarkSUSY. The contour lines show the profile for selected multiples of the thermal
value.

The right panel of Fig. V.15 summarises the findings of this exercise: The
black line represents the usual benchmark setting with the Gamma model in
both mock and model data whereas the blue line shows the results where
we purposefully fit mock data containing the Gamma IEM with a model that
incorporates the Base IEM (the cyan line denotes the inverted case). All up-
per limits were derived with an additional Galactic plane mask of dimensions
�6.0� < l < 6.0�, �0.6� < b < 0.6� applied to the templates. This Galactic
plane mask is supposed to eradicate the most substantial differences between
both IEMs but since their morphological structure deviates beyond this re-
gion (c.f. V.5), the initial question can still be probed. We find that the DM
sensitivity may become significantly better or worse (by up to one order of
magnitude). However, the situation portrayed in the right panel of Fig. V.15
can be coined an extreme case study because both models have not been opti-
mised for our chosen ROI and the energy range of CTA. Furthermore, they do
not rely on actual CTA measurements. In reality, one would hope that once
CTA data of the GC region become available a data-driven IE model at TeV
energies may be derived in analogy to the Fermi diffuse model. Such an IEM
may reveal additional diffuse emission components that have not been part of
current IE models. Hence, one can hope that the theoretical understanding of
the IE will improve and become more realistic in the CTA era. As a side note,
the IE and diffuse emission mis-modelling is an even more relevant topic re-
garding putative DM signal claims and their robust confirmation. The GCE is
a prime example of such a scenario.
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• Results are rather robust regarding different IEMs.
• IEM confusion (fitting a model that does not necessarily 

correspond with reality in all details) can heavily bias the  
upper limits 
—> analyse structure of fit residuals

• Thermal cross-section remains in reach for IEM uncertainties 
of up to ~10% in presence of instrumental systematic  
uncertainties!
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proofs JCAP_018P_0820
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Figure 24. CTA sensitivity to a DM signal, independently derived for the three telescope types
(LSTs — blue, MSTs — red, SSTs — green) according to the Southern Array layout, both for our
standard analysis pipeline (solid) and when neglecting systematic uncertainties (dashed). Note that
in the case of SSTs the solid and dashed (green) lines are overlapping.

C.3 Individual contribution from di↵erent telescope types

In this section, we discuss how the three main telescope types individually contribute to
the DM sensitivity. On the one hand, this potentially helps to assess how CTA’s sensitivity
will improve during the first years of data taking, once the deployment schedule is set. On
the other hand, the breakdown of telescope sensitivities with respect to the telescope types
is clearly also relevant in view of potential upgrade steps following the initial configuration
discussed in appendix A.

In figure 24 we illustrate the DM sensitivity that results when only taking into account
one type of telescopes, respectively, in the Southern array Baseline Configuration and adopt-
ing out benchmark treatment of systematic uncertainties (solid lines). For comparison, we
also indicate the resulting limits in the case when no systematic uncertainties are explic-
itly added in the analysis (dashed lines). As expected, the LSTs dominate the sensitivity
for the lowest DM masses accessible to CTA (below ⇠ 100GeV). In the middle mass range
the MSTs dominate, increasing the overall reach due to the larger number of telescopes (25
MSTs vs. 4 LSTs are planned for the Southern site). SSTs are most relevant for the highest
energies, but their sensitivity only starts to be competitive for DM masses around 100TeV.
As clearly visible also when broken down to individual telescope types, limits are dominated
by systematic errors for low DM masses/photon energies, and statistics-dominated for high
DM masses/photon energies.

C.4 ON/OFF analysis

Here we briefly compare the performance of our default template fitting technique to the
ON/OFF type of analysis discussed in section 4. For the latter, we adopt a likelihood that
is a product of Poisson likelihood functions Lij over the i�th energy, j�th ON region (ring)

– 44 –

Results — Sensitivity Per Telescope Type 
Sensitivity with respect to the Southern array's telescopes

LST MST

SST

• CTA South will most likely start operating with a smaller telescope subset (no LSTs).
• Full GC survey time not necessarily needed for all types.

—> In terms of DM limits, CTA South is a one-man show of the MST. 
—> LSTs important nevertheless to fix spectra of point sources!
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Figure 26. Mean expected CTA upper limits on the DM annihilation cross-section for the b̄b-channel
and an Einasto DM density profile, adopting the default morphology analysis (black) and ON/OFF
strategy (red), respectively. The black solid line represents the benchmark situation (including in-
strumental systematic errors) where we additionally apply a mask to the band b  0.3� to reduce
the impact of the IEM along the Galactic plane. All other lines refer to ‘statistics-only’ limits, where
the impact of systematic errors is neglected; dashed (dash-dotted) lines assume that no IE (IE as
expected in the Gamma model) is included in the mock data. Note that in each of the cases shown
here the Galactic plane is masked. In order to avoid excessive use of computational resources, the
sensitivity predictions in this figure are based on only 20 (equally log-spaced) energy bins.

OFF regions share the same solid angle, exposure and acceptance. Figure 2 in the main text
illustrates that for cuspy DM density profiles the J�factors of ON and OFF region can di↵er
by up to one order of magnitude so that the OFF region should indeed only feature minor
contaminations by the signal source. Splitting the ON and OFF ROI into multiple annuli
improves the performance of indirect DM searches following an ON/OFF analysis [165].

In figure 26 we compare expected limits from our benchmark analysis (black lines)
with those resulting from the ON/OFF analysis as described above (red lines). The first
crucial observation is that the two approaches result in a comparable sensitivity when only
including the smoother background of misidentified CRs, and no IE, in the simulated data
(dashed lines);17 this provides a nice consistency check of the two methods in the absence of
extended di↵use emission components — which indeed is the basic assumption that previous
DM searches with IACTs have relied on. Adding IE (our default Gamma model) to the
simulated data, however, the ON/OFF analysis su↵ers as expected from a significant loss
of sensitivity (red dash-dotted), while limits obtained from the morphology analysis (black
dash-dotted) are much less a↵ected. This illustrates, as already argued previously, that
the ON/OFF analysis can only be expected to provide realistic DM limits if the expected
large-scale di↵use emission components are either below the nominal sensitivity of the
instrument, or exhibit a rather low gradient within the ROI. In all other cases, at least under
the assumption that the spatial IEM templates can be modelled more or less realistically,
the morphological analysis appears to be more promising.

17Note that our 3D CR-only case assumes a variable CR spectrum (to 10%) while the ON/OFF analysis
fixes it to the measurement in the OFF region. This is probably the main reason why this analysis set-up
ON/OFF performs better than the 3D analysis.
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Figure 25. Schematic visualisation of the chosen ON (purple) and OFF (black) regions in the context
of CTA’s Galactic centre survey. The choice of the latter is based on the six pointing positions with
Galactic latitude |b| = 1� (indicated by crosses), see text for details. The Galactic plane in the ON
region is masked for |b|  0.3�, which is reflected in the definition of the OFF region(s) as well. Both
ON and OFF regions are split into five concentric annuli of width 0.2�.

and k�th pointing position (as used in, e.g., ref. [186]):
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with NS

ijk denoting the expected number of signal events in the ON (‘signal’) region. Nk
ON

and Nk
OFF refer to the measured photon events in ON and OFF region for observation k

which we prepare as a single Asimov data set from a selection of background source com-
ponents described in section 3.2. ijk is in general a normalisation factor to account for
the di↵erent background acceptance in the ON and OFF regions, but in our case it will by
construction be equal to one for all bins.

Fixing the value of m�, we again choose the likelihood ratio as test statistic to constrain
h�vi. To this end, we adopt eq. (4.2) to our purposes here, by explicitly profiling over
the nuisance parameters NB

ijk; as a result, we obtain a one-dimensional likelihood function
depending only on the signal strength h�vi. The definition of ON and OFF regions closely
follows the scheme outlined in ref. [186]. We define our ON region as a circular ROI of
1� radius centred at the GC, divided into five concentric annuli with a width of 0.2�, and
mask the region with |b|  0.3� to remove the brightest very high-energy point sources in
the vicinity of the GC and parts of the IEM. The position of the OFF regions is chosen as
the point-symmetrical image of the ON region with respect to the respective observational
pointing position (see figure 25), which, under the assumption of an instrument response that
depends only on o↵set from the pointing direction but not azimuth, implies that ON and
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Comparison with the ON/OFF analysis technique

• ON/OFF technique works as long as there is no substantial structured astrophysical emission 
component besides the instrumental background in the ROI. 
=> This might be a limiting factor for CTA!

• If the interstellar emission is weak at TeV energies —> ON/OFF approach performs comparably 
to a template-based analysis or even better. 

• With substantial IE: strong contamination, ON/OFF region  
construction might fail.
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