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Overview
• Muon puzzle in cosmic-ray included air showers

• Muon excess observed compared to simula4ons in high-energy showers
• Best evidence from hybrid observatories
• Combining data from several experiments boosts significance

• Origin of discrepancy in so8-QCD processes
• Solu4on requires to divert less energy to π0 mesons
• Need more detailed input from accelerators on forward hadron produc4on

• LHC/SPS experiments provide important reference data
• Challenge: Limited informa4on on forward hadron produc4on
• Strangeness enhancement in high-density collisions

• Key ingredient for solving muon puzzle?

• Very promising: p-O collisions planned at LHC in 2023/24
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High-energy cosmic ray detection
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Pierre Auger Observatory

Artist impression of air shower
Image credit: Rebecca Pitt, Discovering Particles, CC BY-ND-NC 2.0
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High-energy cosmic ray detec5on
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• Direction from particle arrival times
• Energy from size of eg component
• Mass from

depth of shower maximum Xmax
size of muonic component Nμ

The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Ground signal = electrons, photons, muons

X max

Example: event observed with Pierre Auger Observatory

Artist impression of air shower
Image credit: Rebecca Pitt, Discovering Particles, CC BY-ND-NC 2.0
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Muon measurements in air showers
• Muons in air showers studied with ground arrays since 1970ies (Haverah Park…)

• Air shower simulations had to catch up with experiments in early days

• Hybrid experiments ideal: combined longitudinal and ground information
• 2000: First evidence for muon excess with hybrid detector by HiRes-MIA 

Phys.Rev.Lett. 84 (2000) 4276-4279
• 2015/16: Evidence for muon excess from Auger up to 3σ

Phys.Rev.D 91 (2015) 3, 032003
Phys.Rev.Lett. 117 (2016) 19, 192001
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FIG. 2. Average muon density at 600 m from the shower core.
Same as Fig. 1.

of Cerenkov light. These are related since atmospheri-
cally scattered Cerenkov light can masquerade as fluores-
cence light if not accounted for properly. For atmospheric
scattering, there was uncertainty in the aerosol concentra-
tion and vertical distribution. The uncertainty, equivalent
to 1 standard deviation about the mean, is expressed as a
range of possible horizontal extinction lengths for aerosol
scattering at 350 nm (taken as 11 to 17 km based on mea-
surements using xenon flashers) [13] and a range of scale
heights for the vertical distribution of aerosol density above
the mixing layer (taken as 0.6 to 1.8 km). For Cerenkov
light production, we have varied the angular scale for
the Cerenkov emission angle over a 1 standard deviation
equivalent. At ground level, we take the distribution as
an exponential function of the angle from the shower axis,
with a scale of 4.0± 6 0.3± [1]. Those uncertainties are
shown by the shaded area in Fig. 1.
The systematic error in the energy is 25% and comes

from fluorescence efficiency uncertainty [5], detector cali-
bration uncertainty [14], and the atmospheric corrections
[12]. The first two are intrinsically independent of the pri-
mary particle energy over this range. The fluorescence
efficiency has been measured with an error of 10%. The
percentage atmospheric corrections are also independent of
energy because the sample of showers is restricted to core
locations within 2 km of MIA center. Therefore there is
no significant atmospheric path length difference between
EAS and detector for different energies. An energy inde-
pendent systematic fractional error in energy has no effect
on the measured elongation rate and m content index. The
magnitude of the systematic error in energy due to atmo-
spheric attenuation can be estimated by varying the atmo-
spheric parameters over the range described above. It is
not greater than 10%. The detector calibration systematics
is less than 5%.
Also shown in Figs. 1 and 2 are Monte Carlo simula-

tion results. These full shower simulations have been per-

formed using the CORSIKA package [15], employing QGSJET
[16] and SIBYLL [17] hadronic interaction models. We
have generated 4000 showers covering the energy from
3 3 1016 to 5 3 1018 eV and at any zenith angle out to
60±. We then pass those showers through a realistic simu-
lation of the detector with an energy spectrum starting at
a minimum energy which is well below the HiRes!MIA
threshold. 8000 proton and 4000 iron showers are gener-
ated with this detector simulation. With a thorough simu-
lation of the fluorescence and Cerenkov light production,
atmospheric molecular and aerosol scattering related at-
tenuation, sky noise, geometric and electronic response of
the detector and triggering, the generated events are passed
through the same reconstruction and cuts as applied to the
data. The simulated events show that the distributions of
energy, impact parameter, Rp , and zenith angle are well
predicted by the simulation [11]. The number of simu-
lated iron showers is comparable with the experimental
triggered event number, while we have doubled the proton
events since they have more fluctuation in shower develop-
ment. Both experimental and simulated event distributions
show the same structure and tail behavior with similar sta-
tistics after reconstruction and cuts.
We find that a pure proton flux and the QGSJET model

gives an elongation rate of a0 ! 58.5 6 1.3 "g!cm2#!de-
cade and a m content index of b0 ! 0.83 6 0.01!decade
over the range from 1017 to 1018 eV. For a pure iron
composition and the QGSJET model we find corresponding
values of a0 ! 60.9 6 1.1 "g!cm2#!decade and the same
b0 ! 0.83 6 0.01 "g!cm2#!decade as for protons. Re-
sults from SIBYLL show similar elongation rates, but have
the Xmax approximately 25 g!cm2 deeper than QGSJET.
SIBYLL also predicts significantly fewer muons at 600 m
for both proton and iron showers. The effect of any trigger-
ing and reconstruction biases is very small for Xmax, as can
be seen in Fig. 1 by comparing these reconstructed data
(dots) with the “input” (lines) directly from CORSIKA. The
application of well chosen cuts has resulted in a bias-free
measurement of the elongation rate. However, for muon
density measurement, reconstruction effects change the in-
dex by 8%. We suspect that the presence of an asymmetry
in core distance error can result in a small overestimate of
the muon density. This effect may change with shower en-
ergy. We have looked into the possibility of a bias due to
the influence of the maximum muon hit cut. However, low
energy showers are detected with cores relatively close to
MIA while higher energy showers have more distant cores.
As a result, the number of muon counters hit is approxi-
mately independent of energy, resulting in minimal biasing.
We obtain an apparently larger elongation rate and a

smaller m content index than those from the simulation
based on a single chemical primary, either proton or iron.
Both discrepancies, in the same direction, lend support to
the hypothesis that the cosmic ray composition is chang-
ing towards a lighter mix of nuclei from 1017 to 1018 eV.
HiRes and MIA reach the same conclusion by using dif-
ferent experimental techniques and measuring different

4278

HiRes and MIA collabs. Phys.Rev.Lett. 84 (2000) 4276-4279

hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.

A. AAB et al. PHYSICAL REVIEW D 91, 032003 (2015)

032003-8

Pierre Auger collab. Phys.Rev.D 91 (2015) 3, 032003



Muon measurements in air showers
• 2018: Apparently conflicting evidence from different experiments

• Working group on Hadronic Interactions and Shower Physics (WHISP) formed by  
members of 8 experimental collaborations for UHECR 2018 conference

EAS-MSU, NEVOD-DECOR, IceCube, KASCADE-Grande, Pierre Auger Observatory, 
SUGAR, Telescope Array, Yakutsk EAS Array

• Goal: Combine diverse set of muon measurements
• New for ICRC2021: AGASA data, updated data from IceCube, Auger, SUGAR

PoS(ICRC2021)326
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z-scale and energy-scale calibration
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Abstract muon scale
independent of experiment,
dependent on air shower model

apparent. The energy scale of NEVOD-DECOR is there-
fore taken to be the same as GSF, ENEVOD-DECOR/Eref,GSF⇥
Eref,GSF/Eref = 1 ⇥ 1.08 = 1.08.

No cross-calibration factor can be given for
KASCADE-Grande, since the KASCADE-Grande
flux is computed using a di↵erent energy estimator. For
EAS-MSU, no all-particle flux is available for cross-
calibration. SUGAR uses the flux from the Pierre Auger
Observatory in its computation of the data/MC ratio and
therefore has the same energy-scale adjustment factor.

We emphasize that the cross-calibration cannot elim-
inate a global o↵set of all experiments to the true energy
scale, with corresponding shifts in the data/MC ratios. The
energy scales of leading experiments have uncertainties
in the order of 10 to 20 %, we assume that the reference
energy-scale has an uncertainty of at least 10 %.

4.2 Combined measurements

Eq. 2 displays a simple relationship between the measured
muon density, hlnAi and logarithmic shower energy. To
compare all the measurements, we introduce the z-scale,
which is inspired by Eq. 2,

z =
ln(Nµdet) � ln(Nµdet

p )

ln(Nµdet
Fe ) � ln(Nµdet

p )
, (4)

where Nµdet is the muon density estimate as seen in the
detector, while Nµdet

p and Nµdet
Fe are the simulated muon

density estimates for proton and iron showers after full
detector simulation. The z-scale, while being rather ab-
stract, has advantages over other choices that were pro-
posed. The energy-dependence of Nµ is removed and the
expected range is from 0 (pure proton showers) and 1 (pure
iron showers), if there is no discrepancy between real and
simulated air showers. This is convenient. Furthermore,
biases of the form ln Nµdet = A + B ln Nµ in the measured
muon density estimate Nµdet with respect to the true muon
density Nµ cancel in z.

Shown in Fig. 6 are the converted measurements. The
z-values are computed relative to simulations and therefore
a di↵erent result is obtained for each hadronic interaction
model although the same data are used. The conversion to
z is only possible when Nµdet

p and Nµdet
Fe are available for

that model. Therefore not all data points can be shown for
all models. Overall, the data suggest an energy-dependent
trend, but with a large scatter.

The scatter is drastically reduced after the cross-
calibration, as shown in Fig. 7. The cross-calibration
causes a shift in the simulated values Nµp and NµFe, which
were computed for the energy Edata, but are needed for
Eref. Based on Eq. 2, we get ln Nµref = ln Nµdata �
� ln(Edata/Eref). The shift is the same for proton and iron
showers. It cancels in the denominator of Eq. 4, but enters
with the opposite sign in the numerator. We get

zref = zdata +
� ln(Edata/Eref)

ln(Nµdet
Fe ) � ln(Nµdet

p )
(5)

with � = 1 � (ln NµFe � ln Nµp)/ ln 56, based on Eq. 2.
The values of NµFe and Nµp are taken for each model from

CORSIKA simulations. The points also move horizontally
by the relative amount (Edata/Eref)�1, a minor e↵ect.

As expected, the cross-calibration improves the agree-
ment of data from di↵erent experiments. Before and af-
ter the cross-calibration, the z-values rise above the iron
line beyond 1019 eV. The interpretation at lower energies
changes, however. In case of IceCube, the originally neg-
ative z-values suggested that the muon density in proton
showers simulated with EPOS-LHC for shower energies
below 1016 eV was too high. After the correction, the z-
values fall between proton and iron. In case of Yakutsk,
the original data suggested very low muon densities with
partly negative z-values. After the correction, the Yakutsk
data is consistent with others within uncertainties. We em-
phasize again that the reference energy-scale after cross-
calibration has a remaining uncertainty of at least 10 %.
This means that z-values in all plots can be collectively
varied by about ±0.25.

To further refine the conclusions, we consider the ef-
fect of an energy-dependent mass composition. With
Eq. 2 and Eq. 4 the expected value zmass for a given mean-
logarithmic-mass hlnAi is computed as zmass =

hlnAi
ln 56 . As

mentioned in the introduction, the experimental value of
hlnAi is uncertain. Shown in Fig. 7 is a band, an envelope
over optical measurements of the depth Xmax of shower
maximum from several experiments, and converted to
hlnAi based on air shower simulations with EPOS-LHC.
We will use this as a rough estimate of the mass composi-
tion. The band is independent of the muon measurements
here, and therefore can be used as a reference. The zmass
value computed from the GSF model is also shown, which
is based on optical and muon measurements and averages
over experiments and model interpretations of air shower
data. The line mostly falls inside the envelope.

If the measured z values follow zmass, the model de-
scribes the muon density at the ground consistently. This
is overall not the case. The pre-LHC generation of
hadronic interaction models, SIBYLL-2.1, QGSJet-II.03,
and QGSJet01 [41], show larger muon deficits than the
models tuned to LHC data, EPOS-LHC, QGSJet-II.04,
and SIBYLL-2.3. EPOS-LHC, QGSJet-II.04, SIBYLL-
2.3, and QGSJet01 give a reasonable description of data
up to a few 1016 eV. At higher shower energies, a muon
deficit in simulations is observed (z > zmass) in all mod-
els. Shown in Fig. 8 are zoomed plots for EPOS-LHC and
QGSJet-II.04, the two latest-generation models with most
data points. Shown in Fig. 9 is the di↵erence �z = z�zmass.
Subtracting zmass is expected to remove the e↵ect of the
changing mass composition. An energy-dependent trend
in �z remains.

4.3 Energy-dependent trend

To quantify the observed trend in �z as a function of en-
ergy, a line-model is fitted to the data shown in Fig. 9,

�z = a + b (log10(E/eV) � 16), (6)

with free parameters a and b. The slope b is the increase in
�z per decade in energy. The z-values from KASCADE-
Grande and EAS-MSU are not included in the fit, since

sim

sim sim

data

• Original data adjusted with energy-scale cross-calibration (this figure)
• Removes relative systematic shifts between experiments, consistent with uncertainties

PoS(ICRC2021)349



Muon deficit in simulated showers
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apparent. The energy scale of NEVOD-DECOR is there-
fore taken to be the same as GSF, ENEVOD-DECOR/Eref,GSF⇥
Eref,GSF/Eref = 1 ⇥ 1.08 = 1.08.

No cross-calibration factor can be given for
KASCADE-Grande, since the KASCADE-Grande
flux is computed using a di↵erent energy estimator. For
EAS-MSU, no all-particle flux is available for cross-
calibration. SUGAR uses the flux from the Pierre Auger
Observatory in its computation of the data/MC ratio and
therefore has the same energy-scale adjustment factor.

We emphasize that the cross-calibration cannot elim-
inate a global o↵set of all experiments to the true energy
scale, with corresponding shifts in the data/MC ratios. The
energy scales of leading experiments have uncertainties
in the order of 10 to 20 %, we assume that the reference
energy-scale has an uncertainty of at least 10 %.

4.2 Combined measurements

Eq. 2 displays a simple relationship between the measured
muon density, hlnAi and logarithmic shower energy. To
compare all the measurements, we introduce the z-scale,
which is inspired by Eq. 2,

z =
ln(Nµdet) � ln(Nµdet

p )

ln(Nµdet
Fe ) � ln(Nµdet

p )
, (4)

where Nµdet is the muon density estimate as seen in the
detector, while Nµdet

p and Nµdet
Fe are the simulated muon

density estimates for proton and iron showers after full
detector simulation. The z-scale, while being rather ab-
stract, has advantages over other choices that were pro-
posed. The energy-dependence of Nµ is removed and the
expected range is from 0 (pure proton showers) and 1 (pure
iron showers), if there is no discrepancy between real and
simulated air showers. This is convenient. Furthermore,
biases of the form ln Nµdet = A + B ln Nµ in the measured
muon density estimate Nµdet with respect to the true muon
density Nµ cancel in z.

Shown in Fig. 6 are the converted measurements. The
z-values are computed relative to simulations and therefore
a di↵erent result is obtained for each hadronic interaction
model although the same data are used. The conversion to
z is only possible when Nµdet

p and Nµdet
Fe are available for

that model. Therefore not all data points can be shown for
all models. Overall, the data suggest an energy-dependent
trend, but with a large scatter.

The scatter is drastically reduced after the cross-
calibration, as shown in Fig. 7. The cross-calibration
causes a shift in the simulated values Nµp and NµFe, which
were computed for the energy Edata, but are needed for
Eref. Based on Eq. 2, we get ln Nµref = ln Nµdata �
� ln(Edata/Eref). The shift is the same for proton and iron
showers. It cancels in the denominator of Eq. 4, but enters
with the opposite sign in the numerator. We get

zref = zdata +
� ln(Edata/Eref)

ln(Nµdet
Fe ) � ln(Nµdet

p )
(5)

with � = 1 � (ln NµFe � ln Nµp)/ ln 56, based on Eq. 2.
The values of NµFe and Nµp are taken for each model from

CORSIKA simulations. The points also move horizontally
by the relative amount (Edata/Eref)�1, a minor e↵ect.

As expected, the cross-calibration improves the agree-
ment of data from di↵erent experiments. Before and af-
ter the cross-calibration, the z-values rise above the iron
line beyond 1019 eV. The interpretation at lower energies
changes, however. In case of IceCube, the originally neg-
ative z-values suggested that the muon density in proton
showers simulated with EPOS-LHC for shower energies
below 1016 eV was too high. After the correction, the z-
values fall between proton and iron. In case of Yakutsk,
the original data suggested very low muon densities with
partly negative z-values. After the correction, the Yakutsk
data is consistent with others within uncertainties. We em-
phasize again that the reference energy-scale after cross-
calibration has a remaining uncertainty of at least 10 %.
This means that z-values in all plots can be collectively
varied by about ±0.25.

To further refine the conclusions, we consider the ef-
fect of an energy-dependent mass composition. With
Eq. 2 and Eq. 4 the expected value zmass for a given mean-
logarithmic-mass hlnAi is computed as zmass =

hlnAi
ln 56 . As

mentioned in the introduction, the experimental value of
hlnAi is uncertain. Shown in Fig. 7 is a band, an envelope
over optical measurements of the depth Xmax of shower
maximum from several experiments, and converted to
hlnAi based on air shower simulations with EPOS-LHC.
We will use this as a rough estimate of the mass composi-
tion. The band is independent of the muon measurements
here, and therefore can be used as a reference. The zmass
value computed from the GSF model is also shown, which
is based on optical and muon measurements and averages
over experiments and model interpretations of air shower
data. The line mostly falls inside the envelope.

If the measured z values follow zmass, the model de-
scribes the muon density at the ground consistently. This
is overall not the case. The pre-LHC generation of
hadronic interaction models, SIBYLL-2.1, QGSJet-II.03,
and QGSJet01 [41], show larger muon deficits than the
models tuned to LHC data, EPOS-LHC, QGSJet-II.04,
and SIBYLL-2.3. EPOS-LHC, QGSJet-II.04, SIBYLL-
2.3, and QGSJet01 give a reasonable description of data
up to a few 1016 eV. At higher shower energies, a muon
deficit in simulations is observed (z > zmass) in all mod-
els. Shown in Fig. 8 are zoomed plots for EPOS-LHC and
QGSJet-II.04, the two latest-generation models with most
data points. Shown in Fig. 9 is the di↵erence �z = z�zmass.
Subtracting zmass is expected to remove the e↵ect of the
changing mass composition. An energy-dependent trend
in �z remains.

4.3 Energy-dependent trend

To quantify the observed trend in �z as a function of en-
ergy, a line-model is fitted to the data shown in Fig. 9,

�z = a + b (log10(E/eV) � 16), (6)

with free parameters a and b. The slope b is the increase in
�z per decade in energy. The z-values from KASCADE-
Grande and EAS-MSU are not included in the fit, since

PoS(ICRC2021)349

• Line model with slope fitted to Δz = z – zmass

• Correction to χ2/ndof = 1 applied to take unexplained spread into account
• Slope is 8σ (10σ) away from zero for EPOS-LHC (QGSJet-II.04)

• Onset of deviation around 40 PeV corresponds to 𝑠 ~ 8 TeV;
in reach of LHC

<latexit sha1_base64="jw7Mw2LmH5zViEeI/770oIv6/48=">AAACJ3icbVDLSgMxFM34rPVVdekmWgRXZUa0upKqG5cV7AOaUjJppg1NMkOSEevQv3Hjr7gRVESX/omZaRfaeiBwcs69ubnHjzjTxnW/nLn5hcWl5dxKfnVtfWOzsLVd12GsCK2RkIeq6WNNOZO0ZpjhtBkpioXPacMfXKV+444qzUJ5a4YRbQvckyxgBBsrdQrnDx0ksOkrkQis9QgiHEUqvIcoUJgkiGPZ4xQiLtEevIBIZfeRNSQ8KY86haJbcjPAWeJNSBFMUO0UXlE3JLGg0hBuB7Y8NzLtBCvDiH03j2JNI0wGuEdblkosqG4n2Z4jeGCVLgxCZY80MFN/dyRYaD0Uvq1Md9LTXir+57ViE5y1Eyaj2FBJxoOCmEMTwjQ02GWKEsOHlmCimP0rJH1sAzI22rwNwZteeZbUj0peueTdHBcrl5M4cmAX7IND4IFTUAHXoApqgIBH8AzewLvz5Lw4H87nuHTOmfTsgD9wvn8ArAumXg==</latexit>

zmass ⇡
hlnAi
ln 56



Muon number fluctuations
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• First measurement of mean and variance of muon number distribu`on
• Variance of muon number consistent with current model predic`ons; mean deviates
• Constrains scenarios in which only first (or second) interac`on is modified,

e.g. in model with viola`on of Lorentz-invariance PoS(ICRC2021)340

Pierre Auger collab., Phys.Rev.Lett. 126 (2021) 15, 152002
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Shower data
issues?

Muon 
Propagation?

Muon Puzzle

Exotic 
physics?

Soft-QCD?

Consistently observed by 
several experiments;
posiWve slope insensiWve
to moderate energy-scale 
and Xmax shiXs

✓

✓
Difficult to change only mean muon 
number, but keep muon fluctuations 
of Xmax and Nμ fluctuations same;
early onset of muon discrepancy

Only small variations (5 %) between shower codes
arXiv:2105.06148
Current focus on high-precision propagation of TeV 
muons through dense materials
• PROPOSAL (available in CORSIKA 8),  JH. Koehne et al. 

Comput.Phys.Commun. 184 (2013) 2070-2090
• MCEq A. Fedynitch, R. Engel, TK. Gaisser, T. Stanev, 

EPJ Web of Conferences 99 (2015) 08001
Only small changes expected for GeV muons in air

✓



From shower muons to QCD
Heitler-Matthews model of air shower
J. Matthews, Astropart. Phys. 22 (2005) 387-397

Cascade stops aeer 5-10 steps
(energy-dependent)
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• The number of steps k in the hadronic cascade in-
creases logarithmically with the energy E as

k =
ln(E/⇠h)

lnNmult
(4)

which gives with ⇠h ⇡ 10GeV and Nmult ⇡ 50 values
between 3 at 1PeV and 5 at 1EeV.

• The muon number scales sub-linearly with the
cosmic-ray energy,

Nµ(E,A) = A(1��)

✓
E

⇠h

◆�

with � =
ln(↵Nmult)

lnNmult
.

(5)

The fact that � ⇡ 0.9 is close to but less than 1 is the
consequence of the energy transfer from the hadronic
to the electromagnetic cascade without an equivalent
feedback.

• There is a linear relationship between the mean-
logarithmic mass hlnAi and the mean-logarithmic
muon number

hlnNµi(E,A) = hlnNµi(E, 1) + (1� �) hlnAi, (6)

where hlnNµi(E, 1) is the mean-logarithmic muon
number for proton showers. This follows from Eq. 5,
see Dembinski (2018) for a more detailed discussion.
In practice, � is taken from air shower simulations.
Iron showers have about 40% more muons than pro-
ton showers at the EeV scale.

• Likewise, there is a linear relationship between the
shower depth Xmax and hlnAi

hXmaxi(E,A) = hXmaxi(E, 1)�Dp hlnAi, (7)

where Dp = dhXmaxi(E, 1)/d lnE is the so-called
elongation rate for proton showers, which taken from
air shower simulations in practice. Proton showers
develop deeper by about 100 g cm�2 on average than
iron showers at the EeV scale. A more detailed dis-
cussion is given in Kampert and Unger (2012); Abreu
et al. (2013).

Further conclusions can be drawn about the depen-
dence of muon production in air showers and micro-
scopic features of hadronic interactions which are listed
below without derivation. They are confirmed overall
by detailed simulations as described in Section 2.8, with
minor modifications.

• Both Nµ and Xmax depend weakly on the hadron
multiplicity Nmult.

• The muon number Nµ is independent of the inelastic
cross-section �inel for pion interactions, while Xmax

is very sensitive to it.

• The muon number is very sensitive to ↵, while Xmax

is (nearly) independent of ↵. The relative increase in
Nµ from Eq. 5 for a small change �↵ is to first order

�Nµ

Nµ
⇡ ln(E/⇠h)

lnNmult

�↵

↵
= k

�↵

↵
, (8)

where k is the number of steps of the hadronic cas-
cade. For a EeV air shower, k ⇡ 5, which implies
that a 10% change in ↵ introduces a 50% change in
the muon number. This implies that we need to mea-
sure ↵ very precisely over a wide energy range and
understand its extrapolation toward higher energies.

The Heitler-Matthews model is useful to build an
intuition about air showers, but it is important to keep
the approximations and simplifications in mind to not
overinterpret the results. We summarise them here.

• All children receive the same energy fraction. In re-
ality, the energy depends strongly on the pseudora-
pidity of the particles. Particles produced at forward
pseudorapidity in the cms-system of a hadron-air col-
lision carry the largest energies in the lab frame, and
therefore quantities likeNmult and ↵ should be under-
stood as averages of the subset of forward produced
particles.

• Hadronic interactions produce other long-lived parti-
cles in addition to pions. Also important are kaons,
protons, and neutrons. The relative fractions of these
other hadrons could be the key for solving the Muon
Puzzle, since e↵ects which enhance strangeness and
baryon production keep more energy in the hadronic
cascade and increase ↵.

• The hadronic interaction length and the hadron mul-
tiplicity Nmult are not constant but weakly energy
dependent. The impact of this was further studied
by Kampert and Unger (2012) and Montanus (2014).

• The atmosphere does not have constant density
which has an impact on the critical energy ⇠h, which
depends on the zenith angle of the shower. Verti-
cal air showers develop in denser atmosphere and
have a lower critical energy than inclined air show-
ers. This e↵ect is best described by full simulations
with a realistic atmosphere, but it can be ignored if
only showers with a fixed zenith angle are considered.
For an isothermal atmosphere, ⇠h can be calculated
analytically, see Kampert and Unger (2012).

• Since each random process is replaced by its average
process, the model describes an average air shower.
Extensions of the basic model are needed to describe
intrinsic shower fluctuations.

Several authors have refined the Heitler-Matthews
model to make its predictions more accurate or per-
formed additional calculations based on the model.

α … fraction of charged pions among all pions
exactly 2/3 in Heitler-Matthews model

Nmult … hadron multiplicity

E … energy of cosmic ray
A … mass of cosmic ray
ξh … critical energy

9

• The number of steps k in the hadronic cascade in-
creases logarithmically with the energy E as

k =
ln(E/⇠h)

lnNmult
(4)

which gives with ⇠h ⇡ 10GeV and Nmult ⇡ 50 values
between 3 at 1PeV and 5 at 1EeV.

• The muon number scales sub-linearly with the
cosmic-ray energy,

Nµ(E,A) = A(1��)
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with � =
ln(↵Nmult)

lnNmult
.

(5)

The fact that � ⇡ 0.9 is close to but less than 1 is the
consequence of the energy transfer from the hadronic
to the electromagnetic cascade without an equivalent
feedback.

• There is a linear relationship between the mean-
logarithmic mass hlnAi and the mean-logarithmic
muon number

hlnNµi(E,A) = hlnNµi(E, 1) + (1� �) hlnAi, (6)

where hlnNµi(E, 1) is the mean-logarithmic muon
number for proton showers. This follows from Eq. 5,
see Dembinski (2018) for a more detailed discussion.
In practice, � is taken from air shower simulations.
Iron showers have about 40% more muons than pro-
ton showers at the EeV scale.

• Likewise, there is a linear relationship between the
shower depth Xmax and hlnAi

hXmaxi(E,A) = hXmaxi(E, 1)�Dp hlnAi, (7)

where Dp = dhXmaxi(E, 1)/d lnE is the so-called
elongation rate for proton showers, which taken from
air shower simulations in practice. Proton showers
develop deeper by about 100 g cm�2 on average than
iron showers at the EeV scale. A more detailed dis-
cussion is given in Kampert and Unger (2012); Abreu
et al. (2013).

Further conclusions can be drawn about the depen-
dence of muon production in air showers and micro-
scopic features of hadronic interactions which are listed
below without derivation. They are confirmed overall
by detailed simulations as described in Section 2.8, with
minor modifications.

• Both Nµ and Xmax depend weakly on the hadron
multiplicity Nmult.

• The muon number Nµ is independent of the inelastic
cross-section �inel for pion interactions, while Xmax

is very sensitive to it.

• The muon number is very sensitive to ↵, while Xmax

is (nearly) independent of ↵. The relative increase in
Nµ from Eq. 5 for a small change �↵ is to first order

�Nµ

Nµ
⇡ ln(E/⇠h)

lnNmult

�↵

↵
= k

�↵

↵
, (8)

where k is the number of steps of the hadronic cas-
cade. For a EeV air shower, k ⇡ 5, which implies
that a 10% change in ↵ introduces a 50% change in
the muon number. This implies that we need to mea-
sure ↵ very precisely over a wide energy range and
understand its extrapolation toward higher energies.

The Heitler-Matthews model is useful to build an
intuition about air showers, but it is important to keep
the approximations and simplifications in mind to not
overinterpret the results. We summarise them here.

• All children receive the same energy fraction. In re-
ality, the energy depends strongly on the pseudora-
pidity of the particles. Particles produced at forward
pseudorapidity in the cms-system of a hadron-air col-
lision carry the largest energies in the lab frame, and
therefore quantities likeNmult and ↵ should be under-
stood as averages of the subset of forward produced
particles.

• Hadronic interactions produce other long-lived parti-
cles in addition to pions. Also important are kaons,
protons, and neutrons. The relative fractions of these
other hadrons could be the key for solving the Muon
Puzzle, since e↵ects which enhance strangeness and
baryon production keep more energy in the hadronic
cascade and increase ↵.

• The hadronic interaction length and the hadron mul-
tiplicity Nmult are not constant but weakly energy
dependent. The impact of this was further studied
by Kampert and Unger (2012) and Montanus (2014).

• The atmosphere does not have constant density
which has an impact on the critical energy ⇠h, which
depends on the zenith angle of the shower. Verti-
cal air showers develop in denser atmosphere and
have a lower critical energy than inclined air show-
ers. This e↵ect is best described by full simulations
with a realistic atmosphere, but it can be ignored if
only showers with a fixed zenith angle are considered.
For an isothermal atmosphere, ⇠h can be calculated
analytically, see Kampert and Unger (2012).

• Since each random process is replaced by its average
process, the model describes an average air shower.
Extensions of the basic model are needed to describe
intrinsic shower fluctuations.

Several authors have refined the Heitler-Matthews
model to make its predictions more accurate or per-
formed additional calculations based on the model.

≈ 0.9

Muons detected in air shower arrays
produced at end of hadronic cascade
when π (and K) decay
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Modified features
• cross-sec<ons

inelasWc cross-secWon of all interacWons
• hadron mul<plicity

total number of secondary hadrons
• elas<city = Eleading/Eall
• p0 frac<on = 1-α

• Modify hadronic features in SIBYLL-2.1 and other models with energy-dependent factor f(E)
• Study effect in 1019.5 eV shower simulations
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et al. 2017; Bhattacharya et al. 2016; Sinegovsky
and Sorokovikov 2020; Zenaiev et al. 2020) aim to
reduce the theoretical uncertainties of the prompt
neutrino flux with LHC data. The production cross-
sections for charm hadrons are not as tightly con-
strained theoretically as they are experimentally by
direct measurements. The theoretical calculations
are limited by the uncertainties in the scale, charm
mass, and the nuclear PDFs. A non-perturbative in-
trinsic charm component proposed by Brodsky et al.
(1980) may also contribute (Bhattacharya and Cud-
ell 2018). Prompt lepton production is not directly
linked to the Muon Puzzle in air showers and pri-
marily constrained by measurements of heavy-flavour
production, but there is an overlapping interest in
the analysis of proton-oxygen collisions at the LHC
to better understand potential nuclear e↵ects in the
production of light and heavy flavour.

2.8 Impact of changes in hadronic interaction features
on air shower features

A first connection between features of microscopic
hadronic interactions and air shower features was made
in Section 2.2 with the Heitler-Matthews model. Due to
the involved simplifications and approximations, these
can only guide the research. It is essential to study
these connections with full air shower simulations, but
such studies are challenging due to the complexity of
air showers and the computational cost of simulating
a large number showers with varied parameters in the
hadronic interaction model. Major accomplishments in
connecting microscopic and macroscopic shower physics
are works on the impact on emission of Cherenkov light
from a gamma shower (Fortson et al. 1999), on the
asymmetries of muon footprints on the ground (Ave
et al. 2000), on the time structure of signals in the
water-Cherenkov detectors of the Pierre Auger Obser-
vatory (Abraham et al. 2008), on the impact of ba-
sic features of hadron production in a hadronic shower
on the moments of Xmax and Nµ (Ulrich et al. 2011),
and on the corresponding impact on atmospheric lepton
fluxes (Fedynitch et al. 2012).

The Heitler-Matthews model shows that parameters
of interest are the inelastic hadronic cross-section �inel,
the multiplicity Nmult of secondary particles, the elas-
ticity Eleading/E0 defined as the energy fraction carried
by the most energetic particle, and the energy ratio
R = E�/Elong-lived hadrons of energy carried by photons
from short-lived hadrons like the ⇡0 to the energy in
long-lived hadrons (Baur et al. 2019). These four pa-
rameters have a large impact on air shower develop-
ment.

Ulrich et al. (2011) introduced an ad-hoc model for
air shower simulations in which these parameters are
changed during the run-time of an air shower simu-
lation as a function of the energy E of the colliding
hadron in the frame where the target is at rest. It uses
the original predictions of a particular event generator
as the baseline (in this case Sibyll2.1, but any gener-
ator can be used), which are distorted by an energy-
dependent factor f(E). The factor is 1 below a cho-
sen energy threshold of 1PeV and grows logarithmi-
cally above. This is motivated by the observation that
generators are fairly constrained by accelerator data at
low energies, but diverge logarithmically when they are
extrapolated to higher energy where accelerator data is
missing. The size of the modification is governed by the
parameter f19,

f(E) = 1+ (f19 � 1) ·

8
<

:
0 E < 1PeV
log10( E

1 PeV )
log10( 10 EeV

1PeV )
E � 1PeV

, (10)

which is the size of the modification for a hadron with
10EeV = 1019 eV (an arbitrary scale). By construc-
tion, f(E) = 1 corresponds to the original predictions.
Equation 10 is applied in an air shower simulation to
each individual hadron collision to modify the respec-
tive parameter, as listed above. Very large distortions
of f(E) would correspond to exotic modifications of
QCD and may conflict with more recent LHC mea-
surements, while small deviations may be within the
realm of conventional scenarios and compatible with
LHC data.

The results of the study by Ulrich et al. (2011) for the
mean and standard deviation of the muon number Nµ

and the depth of shower maximum Xmax for a 1019.5 eV
proton shower are shown in Fig. 10 as a function of the
modification factor at the LHC energy scale of nucleon-
nucleon collisions at 13TeV which corresponds to a pro-
jectile energy of 90PeV in the fixed-target system. We
note that the fraction of neutral pions among all pions
was modified in the ad-hoc model in the original study
and not the energy ratio R, but the e↵ect of modifying
this fraction and modifying R are numerically similar.
The most economic way to increase the muon number in
air showers is to decrease the ⇡0-fraction. A 10% reduc-
tion increases Nµ by 13%. This is less than predicted
by the Heitler-Matthews in Section 2.2, but can be un-
derstood by the fact that the modification in this study
only a↵ects the shower evolution above 1PeV, while in
Section 2.2 a modification of the whole hadronic cas-
casde was considered. The muon number also increases
with the multiplicity, but the e↵ect is much weaker. A
30% increase would increase the muon number by only
9%. Changes to the inelastic cross-section and elastic-
ity have negligible impact on the muon number.

R. Ulrich, R. Engel, M. Unger, PRD 83 (2011) 054026
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Fig. 10 Impact of changing basic parameters of hadronic interactions (see text for details) on the means and standard
deviations of the logarithm of the muon number Nµ (top row) and the depth Xmax of the shower maximum (bottom row) for
a 1019.5 eV proton shower simulated with Conex using Sibyll2.1 as the baseline model, as described in the text. Relative
shifts to the mean values are shown on the left-hand side. Fluctuations are shown on the right-hand side. The original
data from Ulrich et al. (2011) was refitted for this plot with monotonic cubic splines and are shown as a function of the
modification in the nucleon-nucleon system at a cms-energy

p
sNN = 13TeV, which is extrapolated logarithmically towards

higher energies as described in the text. The shaded bands highlight a ±10% and ±30% modification, respectively.

The impact on the standard deviation of the muon
number is also important, which has been measured
recently for the first time by the Pierre Auger Observa-
tory (Aab et al. 2021). Reasonable agreement between
the measurement and the post-LHC models EPOS-
LHC, QGSJetII.04, and Sibyll2.3d was found. This
puts strong constraints on changes to the elasticity,
which is the only one of the four considered parameters
with a large impact on the Nµ-fluctuations. The mea-
sured Nµ-fluctuations could be used to severely con-
strain the elasticity. A reduction of the ⇡0-fraction by
10% would only change the Nµ-fluctuations by one per-
centage point.

Since air shower simulations with post-LHC models
give a reasonable description of the depth of the shower

maximum, Xmax, it is important to also consider the
impact of changes on Xmax. Air shower simulations for
proton and iron showers bracket the measurements over
a wide range of shower energies and the mass compo-
sition inferred from Xmax is astrophysically plausible.
This suggests that the parameter values that influence
Xmax cannot deviate too much from those in current
models without destroying the consistency. The depth
of the shower maximum is most sensitive to the inelastic
cross-section which has been measured very precisely
in proton-proton collisions at the LHC. A remaining
theoretical uncertainty arises from the extrapolation of
these data to the p -air and ⇡-air cross-sections. Mod-
ifications of the multiplicity, elasticity, and ⇡0-fraction
all have a similar impact on Xmax.
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higher energies as described in the text. The shaded bands highlight a ±10% and ±30% modification, respectively.

The impact on the standard deviation of the muon
number is also important, which has been measured
recently for the first time by the Pierre Auger Observa-
tory (Aab et al. 2021). Reasonable agreement between
the measurement and the post-LHC models EPOS-
LHC, QGSJetII.04, and Sibyll2.3d was found. This
puts strong constraints on changes to the elasticity,
which is the only one of the four considered parameters
with a large impact on the Nµ-fluctuations. The mea-
sured Nµ-fluctuations could be used to severely con-
strain the elasticity. A reduction of the ⇡0-fraction by
10% would only change the Nµ-fluctuations by one per-
centage point.

Since air shower simulations with post-LHC models
give a reasonable description of the depth of the shower

maximum, Xmax, it is important to also consider the
impact of changes on Xmax. Air shower simulations for
proton and iron showers bracket the measurements over
a wide range of shower energies and the mass compo-
sition inferred from Xmax is astrophysically plausible.
This suggests that the parameter values that influence
Xmax cannot deviate too much from those in current
models without destroying the consistency. The depth
of the shower maximum is most sensitive to the inelastic
cross-section which has been measured very precisely
in proton-proton collisions at the LHC. A remaining
theoretical uncertainty arises from the extrapolation of
these data to the p -air and ⇡-air cross-sections. Mod-
ifications of the multiplicity, elasticity, and ⇡0-fraction
all have a similar impact on Xmax.

π 0
frac1on

cross-section

hadron 

multiplicity

elasticity

cross-section

hadron multiplicity
elastic

ity

π0 fraction

• Number of muons produced, Nμ
• Very sensi`ve to π0 frac`on
• Sensi`ve to hadron mul`plicity

• Depth of shower maximum, Xmax
• Very sensi`ve to cross-sec`on
• Sensi`ve to hadron mul`plicity
• Insensi`ve to π0 frac`on

R. Ulrich, R. Engel, M. Unger, PRD 83 (2011) 054026

CONEX, SIBYLL-2.1 p @ 1019.5 eV

Changing π0 fraction most promising



From shower muons to QCD
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• Changes to hadron multiplicity cannot solve puzzle, if effect on Xmax is considered
• Small changes to energy ratio R have large effect on muon number

• R needs to be known to about 5 %

R =
E⇡0

Eother hadrons
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S. Baur, HD, M. Perlin, T. Pierog, R. Ulrich, K. Werner, arXiv:1902.09265

accessible experimental variable
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Shower data
issues?

Muon 
Propagation?

Muon Puzzle

Exo`c 
physics?

Soft-QCD?

✓

✓

✓
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Shower data
issues?

Muon 
Propagation?

Muon Puzzle

Exotic 
physics?

Soft-QCD?

Inelastic 
cross-section

Elasticity

R =
E⇡0

Eother hadrons
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Hadron
multiplicity
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Shower data
issues?

Muon 
Propagation?

Muon Puzzle

Exotic 
physics?

Soft-QCD?

Inelastic 
cross-section

Elasticity

R =
E⇡0

Eother hadrons
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LHC experiments and Muon Puzzle
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arXiv:2105.06148

• Most LHC experiments focus on |η| < 2 region
• Detectors well instrumented here

• Forward capabili`es |η| > 2
• ALICE, TOTEM: counters
• CMS-CASTOR: Calorimeters for eγ and hadrons
• LHCb: full tracking and PID at 2 < η < 5
• LHCf: neutral parqcles η > 8

η related to emission angle

Image credit: JabberWok - Wikipedia CC BY-SA 3.0

pseudorapidity η



„Muon production weight“
how many muon would be produced in shower
by secondaries in this collision

Importance of forward acceptance

H. Dembinski - Muon Puzzle and LHC 22

arXiv:2105.06148

See PoS(ICRC2021)463 for full simulation of "muon production weight" with CORSIKA 8

Image credit: 
JabberWok - Wikipedia CC BY-SA 3.0



Collisions at the LHC and air showers
Collision systems at the LHC
Run 3: p-p @ 14 TeV, p-O @ 10 TeV

p-O collisions mimic air shower interactions

p-N and  p-O

Air shower collision systems

p-N and p-O

H. Dembinski - Muon Puzzle and LHC 23

Fixed target data at sub-TeV (LHCb)
• p+(p,...,O,N,…) @ 110 GeV
• Pb+(p,...,O,N,…) @ 69 GeV
• O+O, O+p @ 81 GeV

(in Run 3)

planned for 2023/2024



Charged particle spectra

24

• Data available now up to |h| = 6.4 in p-p and par`ally in p-Pb
• Models agree at mid-rapidity in p-p due to tuning to LHC data
• Models do not agree on shape
• Models do not agree on extrapola`on from p-p to p-O; new LHC data will fix this

H. Dembinski - Muon Puzzle and LHC

T. Pierog, ISVHECRI 2018



Possibilities to reduce energy ratio R
• Difficult to change R within standard QCD

• Fragmentation of strings and excited nuclear remnant believed to be universal
• Iso-spin symmetry: 𝜋!: 𝜋": 𝜋# ~ 1: 1: 1

H. Dembinski - Muon Puzzle and LHC 25

R =
E⇡0

Eother hadrons
<latexit sha1_base64="xZ/w1JT82rTBLJY7GrPXl8mcHGw=">AAACFXicbZBNSwMxEIazflu/qh69BIvgQWRXBL0IoggeVawWurVk09k2NJssyaxYlv0TXvwrXjwo4lXw5r8xrT2o9YXAwzszTOaNUiks+v6nNzY+MTk1PTNbmptfWFwqL69cWZ0ZDlWupTa1iFmQQkEVBUqopQZYEkm4jrrH/fr1LRgrtLrEXgqNhLWViAVn6KxmeeuCHtAwNoznJ808TMWNXxQOQ4Q7zDV2wNAOaxmtbFE0yxV/2x+IjkIwhAoZ6qxZ/ghbmmcJKOSSWVsP/BQbOTMouISiFGYWUsa7rA11h4olYBv54KqCbjinRWNt3FNIB+7PiZwl1vaSyHUmDDv2b61v/lerZxjvN3Kh0gxB8e9FcSYpatqPiLaEAY6y54BxI9xfKe8wFxG6IEsuhODvyaNwtbMdOD7frRweDeOYIWtknWySgOyRQ3JKzkiVcHJPHskzefEevCfv1Xv7bh3zhjOr5Je89y8I/J9n</latexit><latexit sha1_base64="xZ/w1JT82rTBLJY7GrPXl8mcHGw=">AAACFXicbZBNSwMxEIazflu/qh69BIvgQWRXBL0IoggeVawWurVk09k2NJssyaxYlv0TXvwrXjwo4lXw5r8xrT2o9YXAwzszTOaNUiks+v6nNzY+MTk1PTNbmptfWFwqL69cWZ0ZDlWupTa1iFmQQkEVBUqopQZYEkm4jrrH/fr1LRgrtLrEXgqNhLWViAVn6KxmeeuCHtAwNoznJ808TMWNXxQOQ4Q7zDV2wNAOaxmtbFE0yxV/2x+IjkIwhAoZ6qxZ/ghbmmcJKOSSWVsP/BQbOTMouISiFGYWUsa7rA11h4olYBv54KqCbjinRWNt3FNIB+7PiZwl1vaSyHUmDDv2b61v/lerZxjvN3Kh0gxB8e9FcSYpatqPiLaEAY6y54BxI9xfKe8wFxG6IEsuhODvyaNwtbMdOD7frRweDeOYIWtknWySgOyRQ3JKzkiVcHJPHskzefEevCfv1Xv7bh3zhjOr5Je89y8I/J9n</latexit><latexit sha1_base64="xZ/w1JT82rTBLJY7GrPXl8mcHGw=">AAACFXicbZBNSwMxEIazflu/qh69BIvgQWRXBL0IoggeVawWurVk09k2NJssyaxYlv0TXvwrXjwo4lXw5r8xrT2o9YXAwzszTOaNUiks+v6nNzY+MTk1PTNbmptfWFwqL69cWZ0ZDlWupTa1iFmQQkEVBUqopQZYEkm4jrrH/fr1LRgrtLrEXgqNhLWViAVn6KxmeeuCHtAwNoznJ808TMWNXxQOQ4Q7zDV2wNAOaxmtbFE0yxV/2x+IjkIwhAoZ6qxZ/ghbmmcJKOSSWVsP/BQbOTMouISiFGYWUsa7rA11h4olYBv54KqCbjinRWNt3FNIB+7PiZwl1vaSyHUmDDv2b61v/lerZxjvN3Kh0gxB8e9FcSYpatqPiLaEAY6y54BxI9xfKe8wFxG6IEsuhODvyaNwtbMdOD7frRweDeOYIWtknWySgOyRQ3JKzkiVcHJPHskzefEevCfv1Xv7bh3zhjOr5Je89y8I/J9n</latexit><latexit sha1_base64="xZ/w1JT82rTBLJY7GrPXl8mcHGw=">AAACFXicbZBNSwMxEIazflu/qh69BIvgQWRXBL0IoggeVawWurVk09k2NJssyaxYlv0TXvwrXjwo4lXw5r8xrT2o9YXAwzszTOaNUiks+v6nNzY+MTk1PTNbmptfWFwqL69cWZ0ZDlWupTa1iFmQQkEVBUqopQZYEkm4jrrH/fr1LRgrtLrEXgqNhLWViAVn6KxmeeuCHtAwNoznJ808TMWNXxQOQ4Q7zDV2wNAOaxmtbFE0yxV/2x+IjkIwhAoZ6qxZ/ghbmmcJKOSSWVsP/BQbOTMouISiFGYWUsa7rA11h4olYBv54KqCbjinRWNt3FNIB+7PiZwl1vaSyHUmDDv2b61v/lerZxjvN3Kh0gxB8e9FcSYpatqPiLaEAY6y54BxI9xfKe8wFxG6IEsuhODvyaNwtbMdOD7frRweDeOYIWtknWySgOyRQ3JKzkiVcHJPHskzefEevCfv1Xv7bh3zhjOr5Je89y8I/J9n</latexit>



Possibilities to reduce energy ratio R
• Difficult to change R within standard QCD

• Fragmentaqon of strings and excited nuclear remnant believed to be universal
• Iso-spin symmetry: 𝜋!: 𝜋": 𝜋# ~ 1: 1: 1

• Changes to baryon produc`on and ρ0 produc`on in π-air collisions
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FIG. 33. Average number of muons at ground in proton and
iron showers in air for Eµ > 1GeV. It is remarkable that at
1017 eV, the expectation from Sibyll 2.3d for protons over-
takes iron in Sibyll 2.1.

FIG. 34. Ratio of the average number of muons between post-
LHC models and Sibyll 2.1. The energy dependence of the
muon number is similar between the post-LHC models.
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FIG. 35. Ratio of the average number of muons at ground
between Sibyll 2.3d and Sibyll 2.1. The modified versions
refer to Sibyll 2.3d where the enhanced ⇢0 and baryon pro-
duction have been switched o↵ (see Table IV).

tion. This cascade process leads to a power law relation
between the number of muons and the primary energy
as shown in Figure 33 and by Eq. (18). The slope cor-
responds to the exponent ↵ that depends on the frac-
tion of hadrons that e↵ectively participate in the produc-
tion of muons. The enhanced baryon-pair and leading ⇢0

production in Sibyll 2.3d result in a higher number of
charged pions and hence a higher value of ↵. Relative
to Sibyll 2.1 (see Figure 34) the new version has at
least 30% more muons at PeV energies, which increases
to ⇠ 60% at the highest energies due to a steeper slope.
The other post-LHC models include similar extensions
and therefore show the same behavior in the muon num-
ber.

The influence of baryon-pair production and ⇢ produc-
tion on the number of muons is shown in Figure 35, from
which the contribution from each enhancement can be
seen individually. A reduction of the baryon-pair produc-
tion to the level of Sibyll 2.1 results in only 10% less
muons at ground. As discussed in Sec. II C 2, the ratio
between ⇢0 and ⇡0 is more important for muon produc-
tion. This is confirmed by Figure 35 where the di↵erence
is at the level of 25%. With such large variations to the
observable number of muons induced by qualitative im-
provements to the physics of the model, in contrast to
just parameter settings, it appears likely that the muon
excess in UHECR interactions originates from the short-
comings of the current hadronic interaction models.

2. Muon energy spectrum

The energy spectra of muons for the post-LHC inter-
action models relative to Sibyll 2.1 are shown in Fig-
ure 36. The clear rise in the number of low-energy muons
predominantly originates from the increased number of
cascading hadrons due to the modified baryon-pair and ⇢
production. The enhancement of muons at high energies
originates from decays of charmed hadrons which are an
exclusive feature of Sibyll 2.3d in current air-shower
simulations. The number of these, so-called, prompt
muons is very low and hence no impact is expected for
air-shower observations since experimentally an energy
threshold around a few PeV is required. Muons with
an energy in excess of 1 TeV (100 TeV) constitute only
0.1 % (3.1 · 10�5 %) of all muons at ground for a 1019 eV
shower (see also Appendix B). For inclusive lepton fluxes
this contribution has important implications as discussed
in Ref. [25].

In the left panel of Figure 36 the energy and incident
angle of the primary CR resemble the typical experimen-
tal conditions of IceTop and IceCube [135, 136], whereas
the right panel resembles typical conditions at the Pierre
Auger Observatory [18]. It is remarkable that the model-
specific features of the spectrum are present across very
di↵erent primary energies.

Another observation is that the current models predict
di↵erent shapes of the muon spectrum. With a combina-

π-C

F. Riehn, R. Engel, A. Fedynitch, TK. Gaisser, T. Stanev,
Phys.Rev.D 102 (2020) 6, 063002

• Large increase of muon number compared to SIBYLL 2.1,
but not enough to solve muon puzzle

• No data for pion interactions at 𝑠 > 100 GeV

Lab energy (fixed-target)



Possibilities to reduce energy ratio R
• Difficult to change R within standard QCD

• Fragmentation of strings and excited nuclear remnant believed to be universal
• Iso-spin symmetry: 𝜋!: 𝜋": 𝜋# ~ 1: 1: 1

• Changes to baryon production and ρ0 production in π-air collisions
• Strangeness enhancement

• ALICE discovered universal enhancement of strangeness 
production in pp, pPb, PbPb
ALICE, Nature Phys. 13 (2017) 535

• More strangeness ➝ less p0 ➝ more muons in air showers
𝑅 ≈ 0.41 − 0.45 (low density)   𝑅 ≈ 0.34 (high density)

• Enhancement seems to depend only on density of charged 
particles produced in the event ➝ predictive power!

• Open question: Does it extend forward to η ≫ 1?
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saturated trend is observed in central Pb–Pb collisions for all
particle ratios. Since there is no significant dependence on the
center-of-mass energy, the origin of strangeness enhancement
in hadronic collisions seems to be driven by the final state
rather than by the collision system or energy. We observe that
none of the models describes the production of strange par-
ticles across multiplicity satisfactorily. Figure 5 shows the
multiplicity dependence of the K0

S, Λ,Ξand Ω yield ratios to
pions divided by the values measured in pp events with at
least one charged particle in the interval |η|<1 (INEL>0)
in pp collisions at �s=7 TeV and p–Pb collisions at

sNN =5.02 TeV [6]. The observed multiplicity dependent
enhancement follows a hierarchy determined by the strange-
ness content of the hadron.

3.3. p–Pb and Xe–Xe collisions

ALICE has measured strangeness in p–Pb collisions at
sNN =8.16 TeV from the 2016 LHC run and preliminary

results confirm that no significant collision energy dependence
is observed. To compare the relative increase of strange par-
ticles across different colliding systems and energies, the yield
ratios are presented as a function of the mean charged-particle
multiplicity density. Figure 6 shows the multiplicity depend-
ence of the yield ratios of p, K0

S, Λ, f,Ξand Ω to the pion
yield in pp collisions at �s=7 TeV and 13 TeV, p–Pb col-
lisions at sNN =5.02 and 8.16 TeV, Pb–Pb collisions at

sNN = 5.02 TeV and Xe-Xe collisions at sNN =5.44 TeV.
There is a smooth evolution with multiplicity across different
systems, from low-multiplicity pp to high-multiplicity central
Pb–Pb collisions. Preliminary Xe-Xe results are consistent with
Pb–Pb ones and hint at the fact that hadrochemistry is inde-
pendent of the nucleus species employed for the collision. The

strangeness enhancement is found to be more pronounced for
particles with a larger strangeness content. The zero net-
strangeness (S=0) f-meson exhibits an intermediate behavior
between K0

S (S=1) andΞ(S=2). It is observed that the
production of strange particles is collision-energy independent
at a given multiplicity.

4. Conclusions

ALICE has measured strangeness production in pp, p–Pb,
Xe–Xe and Pb–Pb collisions. In Pb–Pb collisions a hardening
of strange hadron transverse momentum spectra is observed,
with increasing centrality (radial flow). A similar effect is also
present in pp collisions at �s=7 TeV and 13 TeV with
increasing multiplicity. Strangeness enhancement is observed
in high multiplicity pp collisions. Strange particle-to-pion
ratios evolve smoothly with charged-particle multiplicity,
regardless of the collision system and energy.
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Statistical hadronization
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S. Baur, HD, M. Perlin, T. Pierog, R. Ulrich, K. Werner, arXiv:1902.09265 PoS(ICRC2021)469

• Toy model with statistical hadronization (core) in addition to string/remnant fragmentation (corona)
• Statistical hadronization needed to describe strangeness enhancement seen by ALICE

• Can close muon number gap number in air showers and matches faster increase with energy

• Constrained by CMS-CASTOR measurements of R
• Can be tested further with data on forward strangeness production from LHCb and LHCf



Direct very forward measurement of R
CMS, Eur.Phys.J. C79 (2019) no.11, 893; S. Baur, HD, M. Perlin, T. Pierog, R. Ulrich, K. Werner, arXiv:1902.09265

• Ideal measurement for muon puzzle in air showers, but precision important
• Measured Rreco value higher than predicted by models in p-p, but models mostly consistent
• Rreco > R here, because of detector effects

H. Dembinski - Muon Puzzle and LHC 29

p-p @ 13 TeV



Very forward neutral particles

H. Dembinski - Muon Puzzle and LHC 30

LHCf, Phys.Rev.D 94 (2016) 3, 032007
π0 production in p-p @ 7 TeV

• LHCf: zero degree calorimeters (η > 8) around ATLAS to detect neutral particles
• R constrained by photon, π0, neutron production cross-sections in p-p, p-Pb from 0.9 to 13 TeV
• Reasonable description of π0 data, but peak in neutron energy spectrum absent in models

• RHICf: Further studies in p-p at 0.51 TeV PoS(ICRC2021)301
• Plans to study strangeness production via K0

S ⟶ 4γ (requires large samples) PoS(ICRC2021)301
• Well prepared for studies of p-O collisions PoS(ICRC2021)348

LHCf, JHEP 07 (2020) 016
neutron producWon in p-p @ 13 TeV 11

FIG. 5. (color online). LHCf pT distributions (filled circles) in p + p collisions at
p
s = 7TeV. Error bars indicate the total

statistical and systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: dpmjet
(solid red line), qgsjet (dashed blue line), sibyll (dotted green line), epos (dashed-dotted magenta line), and pythia (dashed-
double-dotted brown line).

models are also shown in Fig. 7. Figure 8 presents the
ratios of pz distributions predicted by the hadronic in-
teraction models to the LHCf pz distributions. Shaded
areas have been taken from the statistical and systematic
uncertainties. The same conclusions for the comparisons
are obtained as those found for Fig. 5 and 6. There is
again an overall agreement between LHCf data and the
qgsjet prediction, especially for 0.0 < pT < 0.2GeV.
The epos prediction is compatible with LHCf data for
pT < 2TeV, while showing a hard slope for pT > 2TeV
in all pT regions. The predictions by dpmjet and pythia
agree with LHCf data for pT < 0.2GeV and pz < 1.6TeV,
while showing a harder distribution for the higher pz re-
gions. sibyll predicts a smaller production of ⇡0s for
pT < 0.2GeV and becomes similar with dpmjet and
pythia with increasing pT.

B. Results in p+ p collisions at
p
s = 2.76TeV

The inclusive production rates of ⇡0s as a function of
pT and pz are given by Eq. (1). Using the inelastic cross
section �inel = (62.5± 5.0)mb [21] and the integrated
luminosities reported in Sec. III C, Ninel is calculated as
(1.60± 0.13)⇥ 108. The uncertainty on �inel is estimated
by comparing the �inel value with the present experimen-
tal result [60]. Note that only the LHCf Arm2 detector
was operated in p+p collisions at

p
s = 2.76TeV and that

only Type-I events are used for the analysis since Type-II
event kinematics are outside the calorimeter acceptance
for

p
s = 2.76TeV.

LHCf pT distributions are shown in Fig. 9. The pT dis-
tributions predictions for the hadronic interaction mod-
els are also shown in Fig. 9 for comparison. Figure 10

11

FIG. 5. (color online). LHCf pT distributions (filled circles) in p + p collisions at
p
s = 7TeV. Error bars indicate the total

statistical and systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: dpmjet
(solid red line), qgsjet (dashed blue line), sibyll (dotted green line), epos (dashed-dotted magenta line), and pythia (dashed-
double-dotted brown line).

models are also shown in Fig. 7. Figure 8 presents the
ratios of pz distributions predicted by the hadronic in-
teraction models to the LHCf pz distributions. Shaded
areas have been taken from the statistical and systematic
uncertainties. The same conclusions for the comparisons
are obtained as those found for Fig. 5 and 6. There is
again an overall agreement between LHCf data and the
qgsjet prediction, especially for 0.0 < pT < 0.2GeV.
The epos prediction is compatible with LHCf data for
pT < 2TeV, while showing a hard slope for pT > 2TeV
in all pT regions. The predictions by dpmjet and pythia
agree with LHCf data for pT < 0.2GeV and pz < 1.6TeV,
while showing a harder distribution for the higher pz re-
gions. sibyll predicts a smaller production of ⇡0s for
pT < 0.2GeV and becomes similar with dpmjet and
pythia with increasing pT.

B. Results in p+ p collisions at
p
s = 2.76TeV

The inclusive production rates of ⇡0s as a function of
pT and pz are given by Eq. (1). Using the inelastic cross
section �inel = (62.5± 5.0)mb [21] and the integrated
luminosities reported in Sec. III C, Ninel is calculated as
(1.60± 0.13)⇥ 108. The uncertainty on �inel is estimated
by comparing the �inel value with the present experimen-
tal result [60]. Note that only the LHCf Arm2 detector
was operated in p+p collisions at

p
s = 2.76TeV and that

only Type-I events are used for the analysis since Type-II
event kinematics are outside the calorimeter acceptance
for

p
s = 2.76TeV.

LHCf pT distributions are shown in Fig. 9. The pT dis-
tributions predictions for the hadronic interaction mod-
els are also shown in Fig. 9 for comparison. Figure 10

11

FIG. 5. (color online). LHCf pT distributions (filled circles) in p + p collisions at
p
s = 7TeV. Error bars indicate the total

statistical and systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: dpmjet
(solid red line), qgsjet (dashed blue line), sibyll (dotted green line), epos (dashed-dotted magenta line), and pythia (dashed-
double-dotted brown line).

models are also shown in Fig. 7. Figure 8 presents the
ratios of pz distributions predicted by the hadronic in-
teraction models to the LHCf pz distributions. Shaded
areas have been taken from the statistical and systematic
uncertainties. The same conclusions for the comparisons
are obtained as those found for Fig. 5 and 6. There is
again an overall agreement between LHCf data and the
qgsjet prediction, especially for 0.0 < pT < 0.2GeV.
The epos prediction is compatible with LHCf data for
pT < 2TeV, while showing a hard slope for pT > 2TeV
in all pT regions. The predictions by dpmjet and pythia
agree with LHCf data for pT < 0.2GeV and pz < 1.6TeV,
while showing a harder distribution for the higher pz re-
gions. sibyll predicts a smaller production of ⇡0s for
pT < 0.2GeV and becomes similar with dpmjet and
pythia with increasing pT.

B. Results in p+ p collisions at
p
s = 2.76TeV

The inclusive production rates of ⇡0s as a function of
pT and pz are given by Eq. (1). Using the inelastic cross
section �inel = (62.5± 5.0)mb [21] and the integrated
luminosities reported in Sec. III C, Ninel is calculated as
(1.60± 0.13)⇥ 108. The uncertainty on �inel is estimated
by comparing the �inel value with the present experimen-
tal result [60]. Note that only the LHCf Arm2 detector
was operated in p+p collisions at

p
s = 2.76TeV and that

only Type-I events are used for the analysis since Type-II
event kinematics are outside the calorimeter acceptance
for

p
s = 2.76TeV.

LHCf pT distributions are shown in Fig. 9. The pT dis-
tributions predictions for the hadronic interaction mod-
els are also shown in Fig. 9 for comparison. Figure 10

0

0.2

0.4

0.6

0.8

1

3−10×

/d
E 

[m
b/

G
eV

]
n

σd

 > 10.75ηA) 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

0

0.2

0.4

0.6

0.8

1

3−10×

/d
E 

[m
b/

G
eV

]
n

σd

 < 10.75ηB) 10.06 < 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

0

0.2

0.4

0.6

0.8

1

3−10×

/d
E 

[m
b/

G
eV

]
n

σd

 < 10.06ηC) 9.65 < 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

0

0.2

0.4

0.6

0.8

1

3−10×
/d

E 
[m

b/
G

eV
]

n
σd

 < 9.21ηD) 8.99 < 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

0

0.2

0.4

0.6

0.8

1

3−10×

/d
E 

[m
b/

G
eV

]
n

σd

 < 8.99ηE) 8.80 < 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

0

0.2

0.4

0.6

0.8

1

3−10×

/d
E 

[m
b/

G
eV

]
n

σd

 = 13 TeVsLHCf p-p 

QGSJET II-04

EPOS-LHC

DPMJET 3.06

PYTHIA 8.212

SIBYLL 2.3

 < 8.80ηF) 8.65 < 

0 1000 2000 3000 4000 5000 6000
E [GeV]

0

0.5

1

1.5

2

Ra
tio

Figure 2: Inclusive differential neutron production cross section for p-p collisions at
√
s =

13 TeV, measured using the LHCf Arm2 detector. Black markers represent the experimental

data with statistical errors, whereas gray bands represent the quadratic sum of statistical

and systematic uncertainties. Colored histograms refer to model predictions at the generator

level. For each region, the top plot shows the energy distributions expressed as dσn/dE

and the bottom plot the ratios of these distributions to the experimental results.

differential production cross section dσn/dE for six pseudorapidity intervals. In each inter-

val, the distribution is corrected to take into account the limited coverage of the detector in

terms of the azimuthal angle. The data are then compared with the generator predictions,

using for each model its own inelastic cross section.

The dσn/dE unfolded distributions are shown in figure 2. The measurements are lim-

ited to energies above 500 GeV because, as described in section 5.1, the hardware trigger

was optimized to have a good detection efficiency above this value. The total uncertainty

is given by the quadratic sum of all statistical and systematic sources: the systematic un-
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and systematic uncertainties. Colored histograms refer to model predictions at the generator

level. For each region, the top plot shows the energy distributions expressed as dσn/dE

and the bottom plot the ratios of these distributions to the experimental results.

differential production cross section dσn/dE for six pseudorapidity intervals. In each inter-

val, the distribution is corrected to take into account the limited coverage of the detector in

terms of the azimuthal angle. The data are then compared with the generator predictions,

using for each model its own inelastic cross section.

The dσn/dE unfolded distributions are shown in figure 2. The measurements are lim-

ited to energies above 500 GeV because, as described in section 5.1, the hardware trigger

was optimized to have a good detection efficiency above this value. The total uncertainty

is given by the quadratic sum of all statistical and systematic sources: the systematic un-
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Forward spectra of identified hadrons
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LHCb-PROC-2021-009
p-p @ 13 TeV

LHCb, EPJC (2012) 72:2168
p-p @ 7 TeV

• LHCb: forward spectrometer with particle identification 2 < η < 5
• R constrained by π, K, p ratios measured in p-p at 0.9 and 7 TeV; working on 13 TeV data
• Precise measurement of charged particle density in p-p at 13 TeV about to be released
• Potential of fixed target studies: 𝑝̅ production in p-He at 0.11 TeV LHCb, PRL 121 (2018) 22, 222001

Eur. Phys. J. C (2012) 72:2168 Page 11 of 19

Fig. 8 Results for the (K+ + K−)/(π+ + π−) ratio at 0.9 TeV (a) and 7 TeV (b)

Fig. 9 Results for the (p + p̄)/(K+ + K−) ratio at 0.9 TeV (a) and 7 TeV (b)

Prompt charged particles

Hans Dembinski - LHCb Heavy-ion and QCD 6

• Uncertainty (2.3 to 15) %
• Fake tracks < 9.5 %
• Material interactions < 12 %
• Tracking efficiency < 5.1 %

• Full covariance matrix will be published for first time for 
charge particle analysis in LHCb

• Comparison with QCD generators
• Generators mostly overestimate forward density 
• Charge density: Best agreement with EPOS-LHC
• Charge ratio: Best agreement with Pythia-8.3

• Outlook: Extend to p-Pb and identified hadron spectra

pp 13 TeV 5.4/nbLHCb-PAPER-2021-010-001, to be submitted to JHEP

Outlook:
reduce each with 
improved techniques
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Summary & outlook
• Muon Puzzle in air showers

• Εxcess in mean muon number observed with 8σ over simula7on
• Early onset around 40 PeV ( 𝑠 ~ 8 TeV) in reach of LHC
• Muon number fluctua7ons consistent with model predic7ons; constrains exo7c explana7ons

• Origin of muon discrepancy
• Most likely an issue in forward so#-QCD
• Very sensi7ve to energy ra7o R in forward region η ≫ 2

• Constrained only by few LHC experiments: CMS-CASTOR, LHCb, LHCf
• Key to Muon Puzzle: staEsEcal hadronizaEon in high-density collisions?

• Sensi7ve to charged par7cle spectra
• Well constrained by LHC p-p data now, sEll large model spread for p-O
• Important also for Xmax predicEon

• LHC measurements with p-O collisions in 2023/24
• Will resolve large model spread in charged par7cle density
• Need to study hadron composi7on & strangeness produc7on over wide η range

• More precise muon data from enhanced and new air shower experiments
• AugerPrime PoS(ICRC2021)270
• IceCube surface extension and Gen2 PoS(ICRC2021)314
• TAx4 PoS(ICRC2021)203
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R =
E⇡0

Eother hadrons
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• NEVOD-DECOR extension
• GRAND PoS(ICRC2021)1181
• GCOS PoS(ICRC2021)027

Muons and radio: great match Muon energy spectrum: additional information


